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Contribution Summary:Motivation:

OVAD: The Attribute Benchmark

• Contain 84,384 annotations across 10 classes in total

• To create spatial attribute annotations:

Training Objectives

For attribute losses:
• 3D-2D feature distance align:
• 3D-Text classification contrastive:

For object losses:
• 3D-2D feature distance align:
• 3D-Text classification contrastive:

Experimental Setup
For object 
detection:

For attribute 
detection:
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Results: Open-Vocabulary 3D Object Detection

Ground Truth OVODA’s Prediction CoDAv2’s Prediction

Results: Complex Event (Attribute) Detection

all single object

Ground Truth:
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pedestrian-pedestrian

other complex events

Prediction:

The OVODA Framework:

Step 1: Single-Object Proposals & Novel Object Class Discovery
Novel object class discovery:

with Concatenating Foundation Model features (CFM) + Prompt Tuning (PT)

Step 2: Complex Event Generation (CEG) for Attributes
Complex event visual proposal generation:

Complex event text proposal generation:

with horizontal flip augmentation (HFA)

with perspective specified prompt (PSP)
Step 3: Novel Attribute Class Discovery

Novel attribute class discovery:

Ablations:
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