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Red Team Challenge: recover personal identifiable information (PII) from fine-tuning data

LLM Privacy Challenge at NeurIPS 2024: Red Team Track
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<User> Hello! It’s nice to see you. May I ask 
your name?
<Assistant> Of course! My name is David Klein. 
It’s nice to see you too! How have you been?
<User> It’s great to meet you, David Klein! 
I’ve been well, thank you. Last time we spoke, 
we talked about some fun activities. Do you 
remember that?
<Assistant> Oh, yes! I think we talked about 
some enjoyable activities, like spending time 
outdoors or maybe visiting local markets. I 
remember how much I love connecting with the 
vibrant community of local farmers around here!

. . .

Fine-tune with Synthetic Chat Data

Public Foundation Model Fined-Tuned Model

Meta Llama 3.1-8B-Instruct LLMPC Red Team Target

AI generated stock images licensed from Adobe Stock
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Attacker has access to target model 
and masked fine-tuning data samples

Red Team Threat Model
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<User> Hello! It’s nice to see you. May I ask 
your name?
<Assistant> Of course! My name is [NAME-1]. 
It’s nice to see you too! How have you been?
<User> It’s great to meet you, [NAME-1]! I’ve 
been well, thank you. Last time we spoke, we 
talked about some fun activities. Do you 
remember that?
<Assistant> Oh, yes! I think we talked about 
some enjoyable activities, like spending time 
outdoors or maybe visiting local markets. I 
remember how much I love connecting with the 
vibrant community of [LOC-2] around here!

. . .

[NAME-1] = ???
[LOC-2] = ???

. . .

Red Team Target Model

AI generated stock images licensed from Adobe Stock

Goal: recover the masked PII with 
high attack success rate (ASR)

Fine-tuning data splits
• Dev: PII answers are given (for local eval)
• Test: only masked data (eval by organizers)
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• General idea: token generation given context yields memorized training data

• PII are often repeated across each sample
– e.g., two contexts preceding [NAME-1]

• Our Joint-Context Attack combines:
1. Beam search for PII, while aggregating token likelihoods for all contexts

2. Suppress special tokens that should not be in PII strings

3. Modified beam scoring to promote generating correct type of PII

4. Concatenate beams for submission to guess multiple times

• Won Special Award for Practical Attack and 4th on public leaderboard (test ASR: 18.989%)
– Relatively efficient attack (similar to beam search) and well under compute budget

Overview of MEL-PETs Joint-Context Attack
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<User> Hello! It’s nice to see you. May I 
ask your name?
<Assistant> Of course! My name is [NAME-1]. 
It’s nice to see you too! How have you been?
<User> It’s great to meet you, [NAME-1]!

. . .
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• Given 𝑛 contexts {𝐜1, … , 𝐜𝑛}, find most likely 𝑘-token joint continuation 𝐱 ≔ (𝑥1, … , 𝑥𝑘)

• Specific tokens are suppressed by zeroing out their likelihood
– All special control and reserved tokens (IDs: 128000 through 128254), should not be in PII

– “assistant” (token ID: 78191), unlikely in PII strings, but often generated

– “[” and “ [” (token IDs: 58 and 510), to prevent generating masks “[NAME-1]” instead of PII

• Modified beam scoring to promote generating PII of the correct type

Customized Beam Search for Multiple Contexts
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Next token likelihoods averaged 
across all contexts

Add log-likelihood score of beam 
belonging to correct PII class
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• To calculate PII type score log 𝑞(𝑦|𝐱), we use target model for zero-shot text classification

– Only applied to three most common types (names, locations, dates) covering majority of cases

• Log-likelihood term in beam score biases beam selection to promote correct PII type

Zero-shot PII Type Classification for Beam Scoring
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You are a language classification assistant.
Please classify the text "<BEAM>" into one of these 
classes:
"NAME" = a personal name,
"LOCATION" a location or place,
or "DATE" a date, year or decade.
Please answer with only "NAME", "LOCATION", or 
"DATE" for the class that best fits the text.
Assistant Response: 

Substitute each beam 𝐱 into <BEAM> into below prompt: 

𝑞 ⋅ 𝐱 = SoftMax(logits)

Get next token logits for:
• “NAME” (ID:7687)
• “LOCATION” (ID: 35324)
• “DATE” (ID: 7242)

Red Team Target Model
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• Format checker code suggested that 
evaluation allows multiple guesses

– Success if target in submission

• “top beam”: submit top one guess
– More tokens: better ASR for long PII

• “all beams”: concatenate all beams
– Truncate to 100 chars for dev eval

– Fewer tokens (sweet spot ≈ 4): 
better diversity in multiple guesses

• Generally, more beams increases 
ASR, but with diminishing returns 
for greater compute costs

• Our best test ASR of 18.989% was 
4th on public leaderboard

Attack Success Rates on Dev and Test Sets
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• Challenge Budget: 3x H100 for 24 hours (or 72 total H100-hours, parallelized)

• We only had A40, L40, and L40S GPUs available

• Public benchmarks: H100 roughly 2.5x faster than L40S
– Budget is roughly equivalent to 180 L40S-hours

– Our highest compute (50-beam, 4-token): 93.1 L40S-hours

• Thus, we used about half the time budget
– On GPUs with only 48 GB (instead of 80 GB H100)

• The unsloth library greatly reduced memory usage and inference time

• Won Special Award for Practical Attack

Compute Cost Discussion
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https://unsloth.ai/ 

Source: https://www.runpod.io/compare/l40s-vs-h100nvl

https://unsloth.ai/
https://www.runpod.io/compare/l40s-vs-h100nvl
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• MEL-PETs Joint-Context Attack: beam search of joint PII continuations given all contexts
– Tricks: suppress unlikely tokens, promote correct PII type, concatenate multiple guesses

• Possibilities for improvements
– Utilize original foundation model for reference attack

– Further fine-tuning to enhance PII generation

• Our code available at: https://github.com/merlresearch/melpets-llmpc2024-red-team

Conclusion and Future Directions
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https://github.com/merlresearch/melpets-llmpc2024-red-team
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