
Learning Audio-Visual Dynamics Using Scene Graphs for Audio Source Separation

Conclusions

Problem Statement Audio Separation and Motion Prediction

➢ We present a 2.5D geometry aware scene-
graph based approach for the task of visually 
guided audio source separation called Audio 
Separator and Motion Predictor (ASMP).

➢ We predict the direction of motion of the 
sound source, aided by appropriate visual 
context, to derive additional supervision for 
training our model.

Experimental Analysis

➢ We explore the efficacy of geometry-aware 
visual representation and motion cues for the 
task of visually guided audio source separation. 

➢ We propose a novel 2.5D scene-graph 
representation (ASMP) towards this end and train 
it using weakly-/self-supervised loses such as 
predicting the direction of motion. 

➢ We achieve state-of-the-art results on two 
challenging audio-visual datasets.
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❑ We study the task of visually-guided 
audio source separation, i.e., given an 
audio mixture of multiple sound sources, 
the task is to separate it into its 
constituents using the available visual 
information.

❑ We leverage pseudo-3D scene geometry 
information encoded via scene-graphs 
and directionality of the object’s motion 
to accomplish this.

Prior Work

❑ Gao et al. (ICCV’19): Uses visual 
information but neither the visual context 
nor motion is leveraged for this task.

❑ Zhao et al. (ICCV’19): They incorporate 
object motion, but the 3D nature of the 
scene is not exploited.

❑ AVSGS (ICCV’21): Here the visual context 
of the object is incorporated into the 
visual representation, but the 3D 
geometry is not.
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