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Motivation, Constraints & Task
Motivation: ∼$3 billion annual vehicle repair bills
related to pothole damage in the U.S.

Constraints: limited computational power (e.g., no
GPU) on edge devices installed on the road inspec-
tion vehicles; need fast inference speed.

Task: Given a fixed number of training epochs and a
lightweight model to be trained, what can practitioners
do to improve the pothole classification accuracy?

Contributions
• We propose Iterative Self Knowledge Distilla-

tion (ISKD), which outperforms the SOTA self
KD methods from pothole classification (RDD,
simplex, complex) to generic (CIFAR-10, CIFAR-
100), fine-grained (Oxford 102 Flower, Oxford
IIIT Pet, Caltech-UCSD Birds 200), and medical
imaging classification (COVID-19 Radiography).

• We provide more evidence showing that a teacher
model with accuracy lower than the baseline can still
result in a student model outperforming the baseline.

• ISKD is flexible with respect to parameter selection.
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Iterative Self Knowledge Distillation

Sk’s total loss function:

LKD = (1− α)Lc + αKLD (z, zt)

KLD: KL divergence; zt/z: output probability distri-
bution of Tk/Sk; α: weight of KLD.
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