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Connecting Robust ML to Privacy/Rate-Distortion Theory

Motivation: Adversarial Examples, small input perturbations fool deep neural networks
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Optimal Privacy-Utility Tradeo for Data Release [Calmon, Fawaz, 2012]
Perturbation is Data Release Mechanism, Classi er is Privacy Adversary
Mechanism design: maximin problem reduces to max entropy

Robust Machine Learning [Madry et al, 2018]

Classi er is Robust Model, Perturbation is Adversarial Input Attacker
Robust model design: minimax solution can be found via max entropy
Similar minimax result of [Tse, Farnia, 2016] limited by technical conditions
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