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Changes for the Better

* Part I: Trends of machine learning

Outline

Part II: Adversarial learning for nuisance-robust data analysis

Part Ill: Meta learning: Automated machine learning (AutoML)

— Automated architecture and hyperparameter tuning

© MERL

Part IV: AutoBayes
— Bayesian inference graph modeling
— Bayes Ball algorithm

Part V: Ensemble learning

Summary
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ol MR Emerging Technologies 2018

Changes for the Better

e Gartnar’s Hype Cycle for Emerging Technologies, 2018 July

Hype Cycle for Emerging Technologies, 2018
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‘ MITSUBISHI

s UREF Emerging Technologies 2019 (Latest as of Aug. 2020)

Changes for the Better

* Gartnar’s Hype Cycle for Emerging Technologies, 2019 August

s

—

Autonomous Driving Level 5
Low-Earth-Orbit Satelieme i

Graph Analytics
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Knowledge Graphs —
Synthetic Data — *
Light Cargo Delivery Drones ——
Transfer Learning . » — Emotion Al
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Augmented Intelligence C?

Nanoscale 3D Printing
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Generative Adversarial
Networks ——

Decentralized Web —
AR Cloud —
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less than 2 years @® 2to5years 5 to 10 years (O morethan 10 years @ obsolete before plateau As of August 2019
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S e Deep Learning (DL) for Artificial Intelligence (Al)

Changes for the Better

* Deep learning = fancy name of multi-layer perceptron neural networks.
— 2006 Hinton: Many layers, layer-wise pre-training, massive data sets

* Massively parallel computation

— Driver: graphic processor units, tensor processor units ...

* Variants:
— Deep belief networks
— Deep convolutional networks
— Deep recurrent networks
— Deep Boltzmann machines
— Deep autoencoder

Deep Boltzmann Machine

© MERL Aug. 2020
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Changes for the Better

e Audio & Visual Applications

Input video

Predicted Sound
) (Amplitude2)

Deep Learning for Media Signal Processing

s

¥

i~
N

© MERL

Aug. 2020

3 Ok,ad? LOTK
Xl.“C(ml;ies(:/ Mork — Dark

%/

o LT

DARK

!

CHOCOLATE

T T
XL cookiES)

=

s

motor scooter

tor scooter
go-kart

moped cheetah
bumper car snow leopard
golfcart Egyptian cat

jaguar

"man in black shirt is playing
guitar.”



Sl e A Surpassing Human-Level Performance

Changes for the Better

May 11th, 1997 DARPA Grand Challenge

Computer won world champion of chess .
(Deep Blue) (Garry Kasparov) Autonomous Vehicle Races
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S MBES Moore’s Law: Exponential Growth in Applications

Changes for the Better

 Hit count of articles per year in GoogleScholar; Wireless Communication applications
10000 —

| Machine Learning + Wireless Comm —ii—
Deep Learning + Wireless Comm —@&—
Exponential Prediction -------

1000 |
i 124% annually

Machine Learning

-
-
P

———————— Koike, Neural MIMO detection,
100 & WPMC 2004

Deep Learning

Number of Articles
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© MERL Aug. 2020



S MBES Moore’s Law: Exponential Growth in Applications Il

Changes for the Better

* Hit count of articles per year in GoogleScholar; Optical Communication applications
1000 : s

' Machine Learning + Optical Comm —&—
! Deep Learning + Optical Comm —&—
Exponential Prediction ------- ]

100F . 130% annually... =]
- | Machine Learning

..................................................................................

Number of Articles

—
o

Koike, Statistical Learning,
SPPCom14

1 . . . . i . . . . i .
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Year
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ol MR Applied Deep Learning

Changes for the Better

* Al has been applied to various fields

Wireless

Communication

A Conceptual Model of NCS
Networked
Control

Localization
Navigation

Tomography

Imaging

© MERL Aug. 2020

Optical
Communication

Integrated
Circuit

Bio-Sensing
Human
Interface
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e MTsERH Biosignal Processing and Mind Sensing

Changes for the Better

* Joint work with Prof. Deniz Erdogmus (Northeastern Univ.)

2015 Ruhi Mahajan

— Authentication (EMBC)
2016 Fernando Quivira

— Probabilistic GMM+LSTM (BHI)
2017 Chun-Shu Wei

— Few-shot learning (NER)

2018 Ozan Ozdenizci
— Adversarial VAE (NER, SPL, Access)

2019 Mo Han
— Complementary adversarial (EMBC, SPL)
— Rateless soft disentangling (JBHI)

2020 Andac Demir
— AutoBayes (Access)
— Graph EEG net (EMBC)

© MERL Aug. 2020
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Sousesn Our Publications

Changes for the Better

1.

10.

11.

12.

13.

Koike-Akino, T., Mahajan, R., Marks, T.K., Tuzel, C.0., Wang, Y., Watanabe, S., Orlik, P.V., "High-Accuracy User Identification Using EEG
Biometrics", IEEE EMBC, August 2016.

Wang, Y., Koike-Akino, T., Erdogmus, D. “Invariant Representations from Adversarially Censored Autoencoders”, arxiv:1805.08097, May 2018.

CB)ﬁliviJra, F., Kgi(l)(féAkino, T., Wang, Y., Erdogmus, D., "Translating sEMG Signals to Continuous Hand Poses using Recurrent Neural Networks", IEEE
, January .

\l(lVEeFi{' %/.l-s., kIfc;i(l)(féAkino, T., Wang, Y., "Spatial Component-wise Convolutional Network (SCCNet) for Motor-Imagery EEG Classification", IEEE
, Marc .

Ozdenizci, O., Wang, Y., Koike-Akino, T., Erdogmus, D., "Transfer Learning in Brain-Computer Interfaces with Adversarial Variational
Autoencoders”, IEEE NER, March 2019. (arxiv:1812.06857, Dec. 2018

ﬁ)ﬂzdeg(i)zlcsi),)o., Wang, Y., Koike-Akino, T., Erdogmus, D., "Adversarial Deep Learning in EEG Biometrics", IEEE SPL, March 2019. (arxiv:1903.11673,
ay

%ggnizci, 0., Wang, Y., Koike-Akino, T., Erdogmus, D., "Learning Invariant Representations from EEG via Adversarial Inference", IEEE Access , April

Koike-Akino, T., Wa'r\%, Y., "Stochastic Bottleneck: Rateless Auto-Encoder for Flexible Dimensionality Reduction”, IEEE ISIT, June 2020.
(arxiv:2005.02870, May 2020)

Han, M., Ozdenizci, O., Wang, Y., Koike-Akino, T., Erdogmus, D., "Disentangled Adversarial Transfer Learning for Physiological Biosignals", IEEE
EMBC, July 2020. (arxiv:2004.08289, Apr. 2020)

Han, M., Ozdenizci, O., Wang, Y., Koike-Akino, T., Erdogmus, D., " Disentangled Adversarial Autoencoder for Subject-Invariant Physiological
Feature Extraction ", [EEE SPL, July 2020. (arxiv:2008.11426)

Demir, A., Koike-Akino, T., Wang, Y., Erdogmus, D., "AutoBayes: Automated Bayesian Graph Exploration for Nuisance-Robust Inference", IEEE
Access, Mar. 2021. (arxiv:2007.01255, July 2020).

5'85%”3’ M., Ogino, M., Koike-Akino, T., “Proposal and Evaluation of Visual Haptics for Manipulation of Remote Machine System,” Frontiers, Aug.

Han, M., Ozdenizci, O., Wang, Y., Koike-Akino, T., Erdogmus, D., " Universal Physiological Representation Learning with Soft-Disentangled Rateless
Autoencoders", IEEE JBHI, Mar. 2021. arxiv:2009.13453
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Adversarial Learning
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S tmsuss - Adyersarial Networks

Changes for the Better

* Generative Adversarial Networks (GAN) [Goodfellow et al, 2014]
— Train two competing neural networks
— Generator learns to fake images by trying to fool Discriminator

Training set V

Discriminator
/ Real
3% n / = .

Al -

Generator _/ | ﬁake image

* Competition between counterfeiters and police = better fake money

vy

© MERL Aug. 2020

16



St GAN for Synthetic Faces

Changes for the Better

* Nvidia GAN Results [Karras et al, 2018]
- -

Realistic Fake Faces
youtube:XOxxPcy5Gr4
youtube:kSLJriaOumA

© MERL Aug. 2020 17


https://www.youtube.com/watch?v=XOxxPcy5Gr4
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MITSUBISHI H ¢ Falye
ci,,‘geﬁﬁggﬁﬂ CyCIEGAN forlmage Translation Dy Dy /\Y \P/'/\

* CycleGAN [Zhu et al, 2017] 1 | _
i ( 1 _r‘ycle-ciﬁ:atenc;

\ﬁ/ cyclc»c(l);::lst(.‘llc_‘r’-_ .\.1\_> <-ﬂ_/..\s

(a) (b) ©

Summer _ Winter

Monet Z_> Photos

horse — zebra

Cezanne

Photograph Monet

Van Gogh

Style Change
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Changes for the Better

GAN Zoo - Lots of Adversarial Networks

* Many different ways to adversarially combine networks

features

data

D

Draw samples
from Cat(y)

softmax
2

linear

Cluster Head|

Draw samples
from N (z[0,T)

<>
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G(z),z

x, E(x)

Representation

T oo—(w)
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<«—————— Pre-trained convnet for image classification ——

image pool5 fcé

(a) Encoder network E

x—-‘:'—*h—|: . B 1000
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th
-—— hy
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GAN for X W w
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for x
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LGAN

(b) Noiseless joint PPGN-h

“real”

Denoising auto-encoder for hy

I L!mq
X + noise hy+ noise h + nois x halninhd X
for x
&
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LGAN

(c) Joint PPGN-h
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e s Learning Nuisance-Invariant Data Representations

Changes for the Better

“Reviews for
Cafe Laurel”

. Qd .
i ?‘,\v/é )

>

(=

Q_  Reviews for Cafe Yanny

ALL IMAGES SHOPPING VIDEOS NEWS

Yanni's Greek Restaurant - 103 Photos & 225
Reviews - Greek - 7419 Greenwood Ave N
Yelp > Restaurants > Greek

Seattle - Photo of Yanni's Greek Restaurant - Seattle,
1 H 1 H 1 WA, United States by Anthony P. ... From the outside, it
hd ObJeCtlve : eXt ra Ct I nva rla nt represe ntatlons (featu reS) unass:lr:lng ——a:r:alikl:d:fntyhe alrr;?raniy;cf;llj”:lasjfic)(id
Greek/Middle Eastern falafel place. ... | could tell that this
wasn't just Greek fast food

— Remove nuisance variations, sensitive attributes
— Motivation: transferability, generalizability, robustness, privacy, fairness

* Autoencoder model: data X —»|Enc|— latent z —| Dec|— X
— General purpose data representations z
— Can also support translation, feature/style transfer

© MERL Aug. 2020
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S e Variational AutoEncoders (VAE)

Changes for the Better

* VAE introduced by [Kingma & Welling, 2014] with conditional extension [Sohn et al, 2015]

* Learn CVAE model: (X,s,z) ~ pg(x|z,s)p(s)p(2z)
— X raw data features
— S nuisance variations (conditioning variable)
— Z latent (unobserved) representation
— Invariance: model explicitly specifies independence between s and z
— Generative model p(x|z, s) from appropriate parametric family
— Convenient latent model p(z) = N(0; I)
— Nuisance model p(s) arbitrary (not used for training)

A Writer: S
7

B - ] » | \
e R 4 d 1 4
. ’ 5 } "'

© MERL Aug. 2020 Encoder Decoder 2



S VAE Training

Changes for the Better

Label s

A J  J
Data x | Encoder | Latent z | Decoder | max, -

L » ===
q4(z|x,s) po(x|z,s) N2 meee

e Decoder: generative model py(x|z,s)
e Encoder: variational posterior q,(z|x,s)
m In principle, ¢4(z|x,s) — po(z|x,s) and hence z I s

e However, in practice, invariance (I(s;z) = 0) needs to be enforced

Hg%}( L(O,0) — N (s;2z)

© MERL Aug. 2020



Sl sy VAE Training with Adversarial Censoring

Changes for the Better

Label s
Y Y
Dataxl_’ Encoder | Latent z | Decoder | max; E[-l-c-) """ (x|zs)]
2o(Z|X,S) " po(xlz,s) \ 2109 PeX|Z,5)]
max T ™\
"""""""""""""" : Adversary | max, ~" 7 T )
KLU SIP@) T sy [, T AE0g 4ys2] )
\

e Decoder: generative model py(x|z,s)

e Encoder: variational posterior q4(z|x,s)
m In principle, q,(z|x.s) — py(z|x,s) and hence z L s

e However, in practice, invariance (/(s;z) = 0) needs to be enforced
max £(0, ) — A (s;z) = maxmin £(0, ¢) —AE | log g, (s|z)]

0.4 0.0 ¥

> A(I(zs)—h(s))
e Adversary q,(s|z) attempts to recover s, approximates I(s: z)

© MERL Aug. 2020 23



Lo wsumsn A_CVAE Benefit for MNIST Dataset

Changes for the Better

* Wang, Y., Koike-Akino, T., Erdogmus, D. “Invariant Representations from Adversarially Censored Autoencoders”,

arxiv:1805.08097, May 2018.

—1001

I
-
N
o

~140

—160 4

Model Log-Likelihcod (ELBO)

—180 - -7

—200{ -

=&~ Full, Adv Censor
=—&— Partial, Adv Censor
—i— Basic, Adv Censor
-@=- Full, KL Censor
—&=- Partial, KL Censor
-l- Basic, KL Censor

e —8— Full, Adv Censor
- =& Partial, Adv Censor
== Basic, Adv Censor
—&- Full, KL Censor
—k=- Partial, KL Censor
=B~ Basic, KL Censor

0.0 0.5

© MERL Aug. 2020

1.0
Mutual Info I(s; z)

15 2.0

0.4 0.6 0.8 1.0
Adversary Accuracy

Full (@): full VAE conditioned on s, i.e. F(x,s), D(z.s)

Partial (A): only decoder conditioned on s, i.e. F(x), D(z,s)
Basic (M): no conditioning on s, i.e. E(x), D(z)

KL censoring alternative: use —yKL(gy(zx. S)Hp(z)) with v > 1

24
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Changes for the Better

* Cross-subject transfer learning for BCl [Ozdenizci et al, NER'19]

— Task: motor-imagery decoding from EEG measurements
— Subject variability is the nuisance variation suppressed

* Cross-session EEG-based biometrics [Ozdenizci et al, SPL'19]

— Task: subject identification from EEG measurements
— Session variability is the nuisance variation suppressed

Input: EEG

Time-Series (X)

© MERL

Nuisance

N o T

Aug. 2020

Variable (s)
B T T T T e e T s N -~
/ ENCODER e tatent !

(2 | l Output: EEG

0 | | | Time-Series (X)
: o
N1 | : T,
o I__L} it w M
/ HE Tempora| P Vo W LN
: saroirg | Deconv. - -
B ;
/ T 7

Estimated
Nuisance
Variable ($)

Classification Accuracy

0.65 |

o
o

0.55+

o
[

0.457

A-CVAE for Nuisance-Robust Transfer Learning: Zero-Shot Learning

1
|
I
1
- .

A-cVAE cVAE A-VAE CNN

Subject transfer accuracy
25



Classification Accuracy (%)

Sa e Eyolution Map: Nuisance-Invariant Feature Extraction

Changes for the Better

Rateless soft disentangling

Complementary disentangling

o

1o .

o) = ® DA-cRAE AutoBayes

DA-cAE
. A-cAE
AE :

100
90 —
80 [—
70 —
60 [~
50 — . .
40 - Huge worst-user benefit Classifier universal

| | [C__JAE [IcAE [[JA-cAE I D-cAE [l DA-cAE [l A-cRAE [l D-cRAE [l DA-cRAE |
30 I I I

MLP Nearest Neighbors Decision Tree LDA Logistic Reg.

© MERL Aug. 2020 Subject transfer accuracy: Stress dataset (heartrate, temperature, etc.) 26



LB Nuisance-Robust Analysis: Not Only for Biosignal Applications

Changes for the Better

* Nano-photonic device design

* Privacy preserving

Localization

Image sensing

Speech recognition

Face recognition

“Reviews for
’ Cafe Laurel”
B66

7 |

© MERL Aug. 2020
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Cl‘%f&%‘%%'.%“' Various DNN Architectures

input layer

* Forward, recursive, convolutional

hidden lager | hidden bayor 2 hudden luyer 3

* LSTM, GRU, Transformer
* Bottleneck, U-net, HR-net
* ResNet, loopy, clique

Inception, bilinear

RNN

LSTM
O] . b, s T
! T vy | o, £ =
{ o PTG L, i G -~
) :{ / \f P u”a‘:é:

= é
identity B3 coer, 64

© MERL
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Stage-| feature

End 1o end to mapping from EBSD patterns to erystallographic arfentations

v"‘u‘ Convolutional mearal network
- A

o AT g

reduce channel depth

Conv
1x1+1(5)
\ {
A Ccm Conv
\ 11101(5) lxlol(S)

Stage-1l feature
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Changes for the Better

Various Hyperparameters

“Undergraduate-student gradient” trial-and-error

* Loss functions: CrossEntropy, MSE, MAE, hinge, L1, ...

ShakeDrop, Shake-Shake, ...

Activations: RelLU, sigmoid, tanh, ...

forward backward

:
« Augmentation, depth, width b’“
* Quantization, initialization ‘

Pooling, unpooling, padding, ...

© MERL

Aug. 2020

Updaters: SGD, Adam, AdaDelta, AdaGrad, AdaMax, LBFGS, RMSprop, ...
Learning rate schedulers: CosineAnnealing, Cyclic, Exponential, MultiStep, OnPlateau, ...
Regularizations: Dropout, Batch Norm, Spectral Norm, DropConnect, StochasticDepth,

active macth i i

14 -a-H 1

:rf{

=
il
= i) A 1

—

Conv
| Conv

[ < E(by + a ~ bat) ]

+ d
¥ Test

Train
(Forward)

(Backward)
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)‘EETE%‘%%'.%“' No Free Lunch Theorem

Changes for the Better

* Wolpert 1996: What Does Dinner Cost?,
NASA Ames Research Center

* There is no one model that works best for every
problem

e We thus shall try multiple models and find one that
works best for a particular problem

highly specialized algorithm

- A
performance , .
general-purpose algorithm

_____
BV A - S s R e G e g i W S Sulotneeat—ney ~

type of problem

© MERL Aug. 2020
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Sa e Automated Machine Learning: AutoML-Zero

Changes for the Better

Q ‘ @’ C) Human Experts

Programming

o
(&) v

Al Experts

Evolutionary Programming

model = nn.Sequential (
def Setup(): <—] def Setup():

nn.Conv2d(1,20,5), g arent s4 = 0.5
def Predict(v0): p def Predict(v0):

nn.ReLU(), a5 ETeclctivid: vl =v0 - v9

Y5 = 40 %9 child | v5=vo+vo e
nn.Conv2d(20,64,5), mam D ol = 5 B oogle Al
nn.RelLU() def Learn(v0, s0): de§4Lia§g(‘_’°;150) :

B m ) o g ——————————> 82 = gin(vl)

) 83 = abs(s1) Type (i) s3 = abs(sl)

AutoML-Zero

© MERL Aug. 2020 32



softmax
layer
/7

controller
hidden layer

S lEEH AutoML, Learning to Learn (L2L), Meta Learning

Changes for the Better

* Hyperparameter exploration: Auto-Pytorch, ...

— Bayesian optimization
— Evolutionary optimizatior

* Architecture exploration g
o

— Reinforcement learning
— Cell-based building

* Augmentation exploration

Sample a strategy S
(Operation type, probability
and magnitude)

A 4

Train a child network
The controller (RNN) with strategy S to get
validation accuracy R
A
Use R to update
the controller

Select operation for |\

&

Select one

Select operation for
hidden state

Select method to
second hidden state

combine hidden state

\
\ |_1_|
\

Select second
hidden state

first hidden state

\

as
at

— Random Search

-= Bayesian Optimization
-4 Hyperband

-o- BOHB

wall clock time [s]

NASNet-A (6 @ 4032)

NASNet-A (7 @ 1920) .. @
e IniGEption-ResNet-v2 @ gy ® PoiyNet

1 NASN‘?,"Af(s @ 1538) ':'ihc.eption-v4 ResNeXt:101

| ¥
NASNet-A (4 @ 1056)

accuracy (precision @1)

\ \
\ 1
T R e U R
\ \ 7 \ \ N/
- - P

I repeat B times |

© MERL Aug. 2020

10* 10° 10°

Data

T SENet

VGG-16

80
# parameters (millions)

100 120 140

Image —

Audio —

Augmentation

Affine transformations

Elastic transformations

-{ Advanced transformations I

‘{ Neural-based transformations I

Noise injection
Time shift
Time stretching

Random cropping

Pitch scailing

L

Dynamic range compression I

Simple gain

Equalization

-
>
™
w
@
c
c
@

Text generation
Back Translation

J Word embeddings

Contextualized word embeddings

 Voice conversion

Automatic augmentation

33



SalEs Linking/Unlinking DNN Cells

Changes for the Better

e Automated neural architecture search may work, but having little justification

* Why linking, pruning, inserting, stacking, branching, merging, ...

}
o |@o o |@o
o |@o ﬁX& o |@o
o oy 0 .o o o
o (o’ le o o @
o o o \@©o @ |@®
o o o o |0 X

[
\

Any justification?

© MERL Aug. 2020
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Changes for the Better
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AutoBayes

* Different from NASA's AutoBayes...

35




e MR Bayesian Graphical Model

Changes for the Better

* Directed graph indicates marginal dependency

t_' o » -\ /-
0“0" » % /) N” :
,‘

* Joint probability factorization: p(y,s,z,x) = p(y)p(s|ly)p(z|s,y)p(z|z, s,y)
— X: Measurement (Image, EEG, EMG, ...)
— Y: Label to classify (digit, mental state, ...)

— Z: Latent variables (reduced-dimension feature, ...) m
— S: Nuisance variations (user, session, environment, ...) e 9@@

— Nobody knows true data model...

(4! Possible factorization chains)

Data generative model

© MERL Aug. 2020 36



Sl Inference Strategy Justified by Bayesian Graph Model

Changes for the Better

e |If true data model follows Markov: X-Y

p()p(s|y)p(zl£, ¥)p(z|Z, £, )
* Likelihood is independent of S and Z
p(y, s, zlz) = p(2|£)p(s|7, £)p(y|#, 7, x)

» Simplest classifier model p(y|x) is sufficient
— A-CVAE? - No. Irrational to involve more functionality ®

— | came up with cool complex model. - No, no, no way!

® LA
O 210 0% o
)

()
¢ 4’@ ® Iﬁ 2) -
(a) Standard Classifier Net : ' | A o s
N A \@ N N S’/
(b) Adversarial CVAE-Based Classifier Net (c) Potentially Extended Classifier Net

© MERL Aug. 2020



Sa e Inference Strategy Justified by Bayesian Graph Model (ll)

Changes for the Better

-

* Consider latent-involved Markov: X—-Z-Y
p(Y)p(s|Y)p(z|£, y)p(z|2, £, ¥)

Then, we have the likelihood

° )
O—O—®

(b) Model B
Bayesian Graph

p(z|2)p(s|2, H)p(ulf 2, %) -

| obtained X-Z-Y network. — No. Not enough

CVAE? — No, X is independent of S
:---- D d X . .
A-VAE? — Yes, reasonable choice  : Scoqer Generative model: VAE

VAE: | added generative model from Bayesian graph. — Not yet ° o °

Inference Graph

X Encoder Classifier Naive Inference

© MERL Aug. 2020
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e M Explore Bayesian Graphs to Derive Compact Inference Graphs

Changes for the Better

* Bayesian graph yields justified inference graphs

T 000 I 89

Bayesian graph (a) Model A (b) Model B (c) Model C (d) Model D (e) Model E (f) Model F
‘ 9] ‘j
(g) Model G (h) Model H (i) Model I (j) Model J (k) Model K
Inference graph i p(z|z)p(s|z, z)p(y|s, z,x), Z-first-inference
B AR p(s|z)p(z|s, x)p(y|z,s,x), S-first-inference

o 999

Na Vo

(b) Z-First Inference (c) S-First Inference
© MERL Aug. 2020 39
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2 MITSUBISHI
ELECTRIC

Changes for the Better

Bayes Ball Algorithm

* Conditional independence can be justified systematically with simple 10 rules

An undirected path is active if a Bayes ball travelling along it never encounters
the “stop” symbol: —>I

. \ Q\\.//QTJ
O—@—0CO O O O

If there are no active paths from X to Y when {Z1,..., Z;} are shaded, then
XAUY|{Z1,...,Z}).

Bayes Ball 10 Rules

© MERL Aug. 2020

Example

& O &
} J
W)
no active paths one active path
XUY|Z X LY |{W, Z}

40



S e Bayes-Ball for Compact Inference Graph

Changes for the Better

* Bayes-Ball finds redundant links for inference graphs

() ) @& ONO (v) | Bayesian Graphs
&) 9 @) r
O—® O—-O0—-® ® (® © Bayes-Ball
(a) Model A (b) Model B (c) Model C (d) Model D (e) Model E (f) Model F
Inference Graphs

A
£5 B2 2 278 48

(a) Model Dz (b) Model Ds (c) Model Ez (d) Model Es (e) Model Fz (f) Model Fs

B, 5082 Lo i

(2) Model Gz (h) Model Gs (i) Model Jz (i) Model Js (k) Model Kz (1) Model Ks

© MERL Aug. 2020 41



Sl Model Optimization

Changes for the Better

* Adversarial alternating updates
(0,¢,n,p) = argminE[L(§,y) + AL(8, 8) + A L(Z, ) + A\ KL(21, 22) — A L(§', 5)],
0,4,m,p
(21,22) =po(x), §=py(21,22), 8=pg(21), i = pu(z1), §= py(21, 22),

Bayesian Graph

Model K Z-Inference Graph

DA-VAE [Han et al. SPL'20]
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2 MITSUBISHI
ELECTRIC

Changes for the Better

* How to connect Encoder, Decoder, Classifier, Estimator, Adversary cells?

Algorithm 1 Pseudocode for AutoBayes Framework

© MERL

Proposed AutoBayes Algorithm

Require: NodessetV = [Y, X, 51,5, ...,Sn, 21,22, ..., Zn), Wwhere Y denotes task labels, X

N =

A

10:
11:
12:
13:
14:
15:
16:

17:
18:
19:
20:

is a measurement data, S = [S1, Ss, . . ., Sp] are (potentially multiple) semi-supervised nuisance Automatic explorati on of

variations, and Z = [Z1, Zs, . . ., Z,,] are (potentially multiple) latent vectors
Ensure: Semi-supervised training/validation datasets
: for all permutations of node factorization from Y to X do
Let By be the corresponding Bayesian graph for the permuted full-chain factorization
p(y)---plzi]-+ ) p(x| )
for all combinations of link pruning on the full-chain Bayesian graph B, do
Let B be the corresponding pruned Bayesian graph
Apply the Bayes-Ball algorithm on B to build a conditional independency list Z
for all permutations of node factorization from X to Y do

Adversary train the whole DNN structure with variational reparameterization to

minimize a loss function in (11)
end for > At most (|V| — 2)! combinations
end for > At most 2/VI(IVI=1)/2 combinations

end for

return the best model having highest task accuracy in validation sets

Bayesian graphs

Bayes Ball to check independence

Let Fy be the corresponding factor graph, representing a full-chain conditional

Prune all redundant links in J{ based on conditional independency Z .
Let F be the pruned factor graph Inference model construction
Merge the pruned Bayesian graph B into the pruned factor graph F
Attach an adversary network A to latent nodes Z for Z, 1 S € 7

Assign an encoder network & for p(Z| - - - ) in the merged factor graph
Assign a decoder network D for p(z| - - - ) in the merged factor graph

Assign a nuisance indicator network A for p(S]| - - - ) in the merged factor graph Link Encoder, Decoder, Classifier,

Assign a classifier network C for p(y| - - - ) in the merged factor graph Estimator. and Adversa ry Nets
?

> At most (|V| — 2)! combinations .
(VI-2) Return best architectures

Aug. 2020
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SR MNIST (QVINIST)

e 28x28 gray-scale images

https://github.com/facebookresearch/gmnist
— ldentical datasets of MINIST
— Extended labels (writer ID etc.)
— Training data were written by 539 NIST employees
— Testing data were written by 400 high-schoolers

N 39LV9 562/ 8

* 10-class hand-written digits &9/ A 500(0 ¢ 4
* 60,000 training data 67 O/ 636370
* 10,000 test data 3 77 g Y b lo | R
* Who wrote? ZQ3Q3Q9‘72§
. aMNST | /86Qg3 6572
Q219/ 5808

s&6L6EB5 8899

3770443543

10 b2 23

] 96

— Writer ID is a nuisance: Hand-written digits may depend on the writer

© MERL Aug. 2020 44


https://github.com/facebookresearch/qmnist

2 MITSUBISHI
ELECTRIC

Changes for the Better

* Up to 0.5% gain by nuisance-robust inference

© MERL

Accuracy (%)

QMNIST Results

1 00 T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T
Standard Classifier Ensemble AutoBayes

A-VAE

!

99.09

o©
©

98

Aug. 2020

A0.23%
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Sl Public Physiological Datasets

Changes for the Better

» Stress: temperature, heart rate, electrodermal activity, arterial oxygen level, etc. for 4-
state stress level measurement

RSVP: EEG for rapid serial visual presentation (RSVP) drowsiness test with 4 tasks
MI: PhysioNet EEG Motor Imagery (Ml) dataset with 4-class tasks
ErrP: An error-related potential (ErrP) of EEG dataset in spelling task

Faces: An implanted electrocorticography (ECoG) array dataset for visual stimulus.

Ninapro: An electromyogram (EMG) dataset for fingers motion detection for prosthetic

hands. S —"

o

N WIRE i
4 A
Ot Hoek 13 E200 sep

Heart rates

CoG

-~

L
E

g

=, Electrodermal RSVP EEG EMG

Oxygen

© MERL Aug. 2020
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ol MR Variety of Datasets

Changes for the Better

* Publicly available datasets
— QMNIST: https://github.com/facebookresearch/gmnist
— Stress: https://physionet.org/content/noneeg/1.0.0/
— RSVP: http://hdl.handle.net/2047/D20294523
— Ml: https://physionet.org/physiobank/database/eegmmidb/
— ErrP: https://www.kaggle.com/c/inria-bci-challenge
— Faces: https://exhibits.stanford.edu/data/catalog/zk881ps0522
— Ninapro: https://zenodo.org/record/1000116#.XulppS2z30R

Datasets Modality Dimension Nuisance (|S|) Labels (|Y[) Samples
QMNIST Image 28 x 28 539 10 60,000
Stress Temperature etc. 4 20 4 24,000
RSVP EEG 16 x 128 10 4 41,400
MI EEG 64 x 480 106 4 9,540
ErrP EEG 56 x 250 27 2 9,180
Faces Basic ECoG 31 x 400 14 2 4,100
Faces Noisy ECoG 39 x 400 T 2 2,100
Ninapro EMG 16 10 5 890,446

© MERL Aug. 2020


https://github.com/facebookresearch/qmnist
https://physionet.org/content/noneeg/1.0.0/
http://hdl.handle.net/2047/D20294523
https://physionet.org/physiobank/database/eegmmidb/
https://www.kaggle.com/c/inria-bci-challenge
https://exhibits.stanford.edu/data/catalog/zk881ps0522
https://zenodo.org/record/1000116

C)‘%"EE%‘%%'.%“' AutoBayes Benefit: Explore Different Models for Different Problems
* No Free Lunch Theorems: There is no one model that performs best for every dataset

IllIIIl |.I|II-||.|I|IIIIII.I|.l||

QMNIST -

Stress |

RSVP & f,.

ErrP =

Faces B
Basic

Faces

I| Bunnlal - jupis NEEREEEEEE B .
Ninapro ; N II B N B I ll I IlIIII o l A
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Changes for the Better

© MERL

Part V

Aug. 2020

Ensemble

Methods in
Machine Learning
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C)‘%f&%‘%%'.%“' Ensemble Learning

e Every single model may be weak
* Combining multiple weak models may beat one strong model

DIFFERENT ALGORITHMS

SAME DATA

Tiny weak fishes

FINAL DECISION
ALGOR|THM

Gigantic strong fish

-—' ‘/\’ ——’——'
é".

DECISION TREE
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Sl Ensemble Aggregation

Changes for the Better

* AutoML/AutoBayes explores many models

Final Class Score

4 1 3
* Wasting by throwing away all weaker models? '
Forward
* Employ ensemble method across explored models
— Logistic regression (LR) —(AddaNom ) {
— MLP Multi-Head
. Attention
— Transformer (multi-head attention) L
\_ J

ensemble Cass cores [l [lials Ml Macls hiols lcl
Stack e 89 oq o ﬁ 22
acking Base Learners Q({%%g@ Q&é%o Qg%‘s%gb Q&Qﬁé@ %%60 Qé%%gb

Graphical Model
ra ICa odaels
P -0 0-0-0 2 & o &

© MERL Aug. 2020

Illlll
B

Meta Learner
(Ensemble Fusion)

IIllII IIllII IIIlll Illlll
P

51



Gain in AutoBayes (QMVNIST)

ing

* Significant gain by ensemble learning; 1.3% gain,

Ensemble Lean

MITSUBISHI

AV N ELECTRIC

Changes for the Better

52

Meta Transformer
Meta MLP

Meta LR

Kz Variational

Kz Non-Variational
Ks Variational

Ks Non-Variational
Jz Variational

Jz Non-Variational

Js Variational

Js Non-Variational

Iz Variational

Iz Non-Variational

Is Variational

Is Non-Variational

Hz Variational

Hz Non-Variational
Hs Variational

Hs Non-Variational
Gz Variational

Gz Non-Variational
Gs Variational

Gs Non-Variational
Fz Variational

|‘ 99.91%

| +1.3%

state-of-the-art accuracy

QMNIST

Fs Variational
Fs Non-Variational
Ez Variational
Ez Non-variational
Es Variational
Es Non-variational
Dz Variational
Dz Non-variational
Ds Variational
Ds Non-variational
Cy Non-variational

98.63%
—

o I s \on-variational
N 2
< I G \oriational
m I = \on-variational
o)) I . \on-variational
(=) n (o)) n o0 n ~ n O
= (o)} (o)} (o)} (o)}
(%) Aoeanddy

Aug. 2020
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Sl Ensemble Leaning Gain in AutoBayes (heartrate, EEG)

Changes for the Better

« Significant gain by ensemble learning; Up-to 37% gain Ensemble
. 96.74% -> 98.98%
Stress ==

93.13% > 99.74%

i

i

RSVP

M =

ErrP = fl

i
| N0
0 (]
i
i
|
E
r

BB
BB

= = = = s = 3 = T = = = = = = =
© MERL Aug. 2020
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e HERR! Ensemble Leaning Gain in AutoBayes (ECoG, EMG)

* Significant gain by ensemble learning; Up-to 12% gain

=

Ensemble

o

T -

Faces . | ‘ ’

Basic - ‘ I

Faces =

Noisy = | B N E ]
Ninapro =~  -- II ‘

= B ||
S EESEESsEEgsEss¢E EE=SE== ==
w

© MERL Aug. 2020
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Changes for the Better

AutoBayes Ensemble Gain

100 @ ,
90 B Q _
80 " 998 S - .
9
— 70 1 996(
%) i
©
§ 60 | 99.4
<
50 = "
99.0 - Ensemble AutoBayes —&—
40 AutoBayes ———
A-CVAE Classifier —@—
98.8 Standard Classifier —il—
30 I I I I | |
S, R 1y, S A A
68/0 O/SJ,

© MERL Aug. 2020
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Subject Variation Robustness (Stress Dataset)

MITSUBISHI

AV N ELECTRIC

‘ >10%

¢ F d1N-su3
) - Y1-su3
- JeA-Z))

Ensemble AutoBayes
©
>
N

A-CVAE

<— Standard Classifier
N
a)

N
A-VAE

Changes for the Better

(%) Aoeundoy
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ol s Summary

Changes for the Better
* We introduced a new concept called AutoBayes for macro DNN architecture exploration
— Different Bayesian graphs are explored systematically
— Bayes Ball algorithm justifies pruning independent edges
— Encoder, decoder, estimator, classifier, and adversary network blocks are rationally linked

* We also discussed transfer learning, adversarial learning, ensemble learning

— Multiple architectures explored in AutoML are not wasted for final classification (as base
learners)

— Different meta learners (LR, MLP, Transformer) are evaluated to aggregate multiple models

* Demonstrated the benefit for various public physiological datasets
— Various different modalities (image, heartrate, EEG, ECoG, EMG) and dimensionalities are
considered
* Questions?
— Contact us: koike@merl.com, yewang@merl.com
— More details in arXiv: https://arxiv.org/abs/2007.01255
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SalisEs DeepAl
Changes for the Better

* https://deepai.org/publication/autobayes-automated-inference-via-bayesian-graph-
exploration-for-nuisance-robust-biosignal-analysis

* When our arXiv was uploaded on July 2, it became top trending paper
— Obtained 71 “likes” in 4 days

— It was highlighted in “This Week in A.l.” Newsletter on July 11
[ ] DeepAl

This Week in ALl

Publication of the week

AutoBayes: Automated
Inference via Bayesian Graph
Exploration for Nuisance-Robust
Biosignal Analysis

Read more »

Molecular Latent
© MERL Aug. 2020 Space Simulators



https://deepai.org/publication/autobayes-automated-inference-via-bayesian-graph-exploration-for-nuisance-robust-biosignal-analysis

C,"%f&%‘%%'.%“' Contributions

* AutoBayes explores potential graphical models inherent to the data, rather than
exploring hyperparameters of DNN blocks.

* AutoBayes offers a solid reason of how to connect multiple DNN blocks to impose
conditioning and adversary censoring for the task classifier, feature encoder, decoder,
nuisance indicator and adversary networks, based on an explored Bayesian graph.

* It provides a systematic automation framework to explore different inference models
through the use of the Bayes-Ball algorithm and ordered factorization.

* The framework is also extensible to multiple latent representations and multiple nuisance
factors.

* Besides fully-supervised training, AutoBayes can automatically build some relevant
graphical models suited for semi-supervised learning.

* Ensemble learning is introduced to improve performance while AutoBayes model
exploration
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ol s AutoBayes as AutoML: Macro to Micro Exploration

Changes for the Better

* In principle, AutoBayes can be applied to arbitrary number of nodes

* Splitting X, Y, Z, S macro-nodes into scalar-valued micro-nodes, AutoBayes operates like

AutoML architecture search but with more theoretical justification
.............................................................................................................................................................................................. Micro Nodes

@‘,@ > Define dracted |
super-struct Lrh

(d) Model D (k) Model K

Craup using
Constrains Geapnh

Macro Nodes
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Changes for the Better

ol sszm) =

© MERL

Methodology

p(y)p(s|p(zl4, Pp(z|Z, £, y),
p(W)p(s|Pp(zl£, y)p(z|2, £, ¥),
p(y)p(s|y)p(z|¢, Y)p(z|Z, 5,9),
p(y)p(s|y)p(zls, y)pgﬂflz,ﬁ’y ¥,

(

(

(

p(y)p slyp(zl4 y)p

p(y)p(s[y)p(zls, y)p(z|z, s, ),

p(Y)p(sly)p(zls, y)p(z|z, £, 9),
p(y)p(s|P)p(zls, y)p(z|z, s,y),

p(y)p(s[y)p(21]s, Y)p(22|21, £,y p(wIZz,zl,;f ¥,
p(y)p(syp z1ls, }/ p(22|21, £, y)p(|22, 21, £, }/)

(a) Model Dz (b) Model Ds (c) Model Ez (d) Model Es

(g) Model Gz (h) Model Gs (i) Model Jz (j) Model Js

Aug. 2020

)p(2

)p(

)p(2

)p(

)p( |2, s, %),
p(Y)p(slY)p(zls, Yp(z|2, £, y),

)p(2

)p(2|

)p(

)p(

)p(

(e) Model Fz

Model-A
Model-B
Model-C
Model-D
Model-E
Model-F
Model-G
Model-H
Model-1

Model-J

Model-K

(1) Model Ks

(f) Model Fs

Slash-cancelled factors from the
full-chain case explicitly indicate

independence.

Conditional independence enables
pruning links in the inference

factor graphs.

p(y7 21,22, S|.’E) =

r
p(21, 22|.’L')p(y, 8|21:225¢)7

p(Z1, 22|J;)p(5|21’%7 g’f)p(yb&(,%, 22, ¢)’
p(z1]z)p(22|21, 2)p(s]21, 24, £)P(Y| S, 21, 22, ),
p(22|@)p(21|22, T)p(8]21, 24, £)P(Y| ¥, 21, 22, ),
p(z1]2)p(s|21, 2)p(22|s, 21, T)P(Y|#, 210 22, ),
p(s|z)p(21]s, 2)p(22]s, 21, 2)P(YIF, 21, 22, ¥),
p(z1|z)p(s|z1, ¥)p(22|f, 21, )p(Yl|#, 22, 21, %),
p(s|x)p(z1|s,x)p(zz|)€, 21, x)p(yl,#, ZZ’% ¢)’
p(slz)p(21, 22|, T)p(yY|#, 22, 210 ),

Z-first and S-first inference graph
models relevant for generative
models D—G, J, and K

z/ys
Z-Inference
72/z1/s/y
zl/22/s/y
z2/s/zl/y
s/z2/z1/y
z1/s/72/y
s/z1/z2/y
S-Inference

/an\
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