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Abstract

In this paper, we present a reliable, adaptive credit-based network protocol for video transport.
To do so, we first derive a sufficient condition for ensuring the reliability of the receiver-based
adaptive buffer allocation algorithm. We then present a fair buffer adaptation algorithm that en-
sures uniform increase in the delays experienced by the application protocol data units of bursty
flows during congestion. The adaptive buffer allocation algorithm is then tuned to minimize the
end-to-end delay and jitter for VBR encoded video streams. Although such a protocol does not
provide delay or delay jitter guarantees, we demonstrate that due to the inherent nature of our
algorithm, the network, rather than the source, shapes the traffic, which in turn yields smaller
end-to-end delay for video frames as compared to source traffic shaping algorithms. On the
other hand, to mask the effects of delay jitter on playback continuity, we present a simple tech-
nique for adapting the playback point at client sites. We experimentally evaluate the adaptive
buffer allocation algorithm for a wide range of parameters and many network configuration and
demonstrate itś adaptability and suitability for video transport.
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Abstract

In this paper, we present an adaptive network layer protocol
for VBR video transport. It: (1) minimizes buffer require-
ment in the network while guaranteeing that packets of VBR
encoded video flows will not be lost, and (2) minimizes end-
to-end delay and jitter of frames. To achieve the former ob-
jective, we utilize receiver-oriented adaptive credit-based
flow control algorithm, and derive necessary and sufficient
number of buffers that should be reserved for ensuring its
reliability. To minimize the end-to-end delay and jitter for
VBR encoded video streams, we: (1) present bandwidth es-
timation techniques which exploit the structure of the video
traffic, and (2) define a new fairness criteria for buffer allo-
cation and then present a fair buffer/bandwidth allocation
algorithm. We experimentally evaluate this protocol for a
wide range of parameters and many network configuration
and demonstrate its adaptability. We also compare the per-
formance of the protocol with numerous other schemes and
demonstrate its suitability for video transport.

1 Introduction

1.1 Motivation

Multimedia applications involving transmission of digital
audio and video streams over networks require the network
to provide low delay, delay jitter and packet loss. Such ap-
plications can be broadly classified as requiring either: (1)
mathematically provable, deterministic or statistical quality
of service (QoS) guarantees for each video communication
channel, or (2) acceptable QoS, but no absolute guarantees.
In architectures that support the former class of applica-
tions, the network provides QoS guarantees based on the
traffic specification of a source [2]. The network guarantees
that as long as a source traffic conforms to its specification,�����
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it would receive guaranteed QoS. A fundamental limitation
of all of these architectures is that most traffic specification
models are inadequate for accurately characterizing video
traffic. This is mainly because they fail to capture: (1) the
short term burstiness resulting from variation in complexity
of adjacent frames; and (2) the long term variation resulting
from variation in scene complexity. The difficulty in cap-
turing these variations severely limit the effectiveness and
viability of architectures for providing guaranteed QoS.

In architectures that support the latter class of appli-
cations (referred to as adaptive applications), the quality
of service being provided to applications varies with the
availability of resources [2]. To provide acceptable QoS,
a network must manage the burstiness of video traffic at
multiple time-scales. The long term bit rate variations lead
to sustained overload on a network. Hence, a network must
employ an admission control algorithm that limits the sta-
tistical multiplexing [4]. The short term burstiness, on the
other hand, leads to queue build up,and consequently to sig-
nificant packet losses, at switches. Although uncompressed
video streams, due to the inherent spatial and temporal re-
dundancy, are highly resilient to packet losses, compressed
video streams are not. Moreover, if the compression al-
gorithm employs interframe compression techniques (e.g.
MPEG), then the effect of packet loss in a single frame may
propagate through multiple frames. Consequently, packet
losses significantly degrade video quality and are highly
undesirable [5].

Given that the hard timing constraints imposed by con-
tinuous video playback preclude any retransmission of lost
packets, minimizing the impact of such packet losses on
video quality will require the sender and the receiver to
employ additional error recovery methods. For instance,
at a receiver, the decoder may mitigate the effect of lost
packets by approximating the missing data through tem-
poral or spatial interpolation [12]. Similarly, the decoder
could utilize forward error correction information to com-
pensate for packet losses [1]. Finally, if the network sup-
ports multiple priority levels and if the source employs a



multi-layer encoder, then the reconstructed image quality
at the receiver can be improved by transmitting layers of
the encoded video stream at different priority levels (e.g.,
transmitting the essential and the enhancement layers at
high and low priorities, respectively) [5, 11]. Although
conceptually elegant, these techniques are not without lim-
itations. Whereas the additional data traffic yielded by the
redundant forward error correction information increases
the overall load and hence may worsen the loss rate; lay-
ered encoders, in general, are more complex and require
higher bandwidth as compared to a standard single-layer
encoder.

Since most of the error recovery techniques increase the
complexity of the system, packet losses for compressed
video should be avoided. A network can achieve this ob-
jective by either: (1) employing source traffic shaping algo-
rithm and removing the short term rate fluctuations, or (2)
absorbing the transient overloads by increasing the buffer
space at the switches. Source traffic shaping algorithms in-
crease the end-to-end delay of the frames significantly (by
approximately 200ms [9]) and hence may not be feasible for
interactive video applications. On the other hand, predict-
ing the buffer space required to absorb transient overloads
for video sources is difficult. Furthermore, increasing fast
expensive buffer at the switches in high speed networks
may not be economically viable.

Observe that source traffic shaping algorithms and tech-
niques for transmitting VBR video streams without any
shaping are two ends of a spectrum. A network layer pro-
tocol for video transport that achieves a middle ground
between these two extremes by utilizing hop-by-hop flow
control is the subject matter of this paper.

1.2 Relation to Previous Work

Flow control algorithms shape source traffic to avoid con-
gestion in the network. Since these algorithms introduce
delay at a source only if necessary to avoid congestion,
the delay experienced by flow controlled sources would be
smaller than the delay incurred by sources which rely on
source only traffic shaping. Hence, flow control algorithms
are attractive for video transport. Over the last decade,
feedback-based flow control has been the focus of consid-
erable research for datagram networks [5, 6]. However, it
has been observed that, due to the end-to-end nature of most
of the conventional flow control protocols, they do not react
quickly to short-term congestion in high-speed networks.
To address this limitation, several researchers have recently
begun developing per link, hop-by-hop credit-based flow
control algorithms [6, 8].

The basic idea in credit based flow control is to reserve
buffer for a communication channel (hereafter referred to
as flow) at all the switches along the path from the source

to the destination, and then limit the number of packets an
upstream node (hereafter referred to as sender ) can trans-
mit to a downstream node (hereafter referred to as receiver)
such that buffer at the downstream node does not overflow.
The buffer reserved for a flow depends on the desired band-
width of a flow and can be either static or dynamic (i.e.,
adaptive) [6, 8, 10]. In static allocation, a fixed number of
packet buffers are allocated at the receiver for each flow.
An adaptive credit allocation scheme, on the other hand,
permits a number of flows to dynamically share the same
buffer pool by adjusting the buffer allocation in accordance
with the actual bandwidth usage of each flow. This enables
the switching nodes to minimize the total buffer space re-
quired to support the flows whose bandwidth requirements
vary significantly over time (e.g. video flows).

Adaptive credit allocation can be done either at the
sender or at the receiver [6, 10]. In either case, the adap-
tive credit allocation algorithm must ensure that packets
are never dropped due to congestion in the network. A
sender based buffer adaptation algorithm was proposed and
demonstrated to be reliable in [10]. The concept of receiver-
oriented adaptation, on the other hand, was introduced in
[6] and a particular algorithm has been proposed in [7].

To ensure that packets are not discarded due to conges-
tion in receiver-oriented adaptation, the algorithm in [7]
uses a highly conservative buffer reservation policy, and
hence leads to low link and buffer utilization as well as
poor delay performance for video flows (see Section 4.1).
The algorithm has been designed and evaluated only for
data traffic and is not suitable for video traffic (in fact, for
video flows the static buffer allocation algorithm requires
fewer buffers than the algorithm proposed in [7]). Fur-
thermore, strong assumptions and additional support from
senders is required to ensure the reliability of the algorithm
[3]. We address these limitations by: (1) deriving a neces-
sary and sufficient condition for ensuring the reliability of
receiver-based adaptation, (2) developing a adaptive buffer
allocation algorithm specifically for video transport, and
(3) demonstrating the viability of employing it for video
transport over high speed networks.

The rest of the paper is organized as follows: In Section
2 we present our network protocol for video transport. Sec-
tion 3 describes the results of our simulations, and Section 4
compares our protocol with other schemes and algorithms.
Finally, Section 5 summarizes our results.

2 Network Protocol for Video Transport

Our network protocol for video transport has two main
objectives: (1) minimize buffer requirement while ensuring
that packet losses do not occur, and (2) minimize end-to-end
delay and jitter of frames. In what follows, we first achieve



the former objective by deriving necessary and sufficient
number of buffers that should be reserved for ensuring the
reliability of receiver-oriented adaptive credit-based flow
control, and then present techniques for minimizing the
end-to-end delay and jitter for VBR encoded video streams.

2.1 Minimizing Buffer and Ensuring Reliabil-
ity

In credit-based flow control, to ensure that none of the
packets transmitted by a sender are discarded due to lack of
buffers, the receiver is required to periodically inform the
senders about the buffer space availability for each flow. A
robust protocol (referred to as Credit Update Protocol ) for
sending credit packets and updating the buffer availability
information at the sender was proposed in [6]. The essential
elements of this protocol are as follows:

For each flow W , the sender maintains two values: (1)
a transmit count X�Y , which denotes the number of packets
transmitted for flow W , and (2) a credit balance Z9[ Y , which
indicates the buffer availability for the flow at the receiver.
The receiver, on the other hand, maintains: (1) a forward
count \ Y , which denotes the number of packets of flow W
forwarded by the receiver to a downstream node, and (2) ] Y ,
the number of buffers allocated for flow W . The values ofX Y and \ Y are initialized to 0, and Z9[ Y is initialized to ] Y at
the flow setup time. A sender transmits a packet of flow W to
a receiver only if Z9[ Y;^`_ . Whereas the sender incrementsX Y by 1 and decrements Z9[ Y by 1 on transmitting a packet,
the receiver increments \ Y by 1 on forwarding a packet to
a downstream node. Once the receiver has forwarded a
fixed number of packets to a downstream node, it sends a
credit update packet containing the value a)]�Ycbd\2Yfe . Upon
receiving this packet, the sender updates its credit balance
value as: Z9[gYihja)]�Y-b;\2YgelkiX�Yihm]�Yckna4X�Y-ki\2Yge . Notice
that since a4X Y ko\ Y e denotes the total number of packets
that are either in transit from the sender to the receiver or
are queued at the receiver, Z9[ Y hp] Y kqa4X Y k>\ Y e denotes
the number of free packet buffers available at the receiver
for packets of flow W .

As described in [6], at any instant, the buffer allocation
for a flow at the receiver can be partitioned as ] Y hja)r<scbr�t
e . Here, r s denotes the number of packets that must
be forwarded by a receiver to a downstream node before
transmitting a credit update packet to a sender, and thereby
determines the bandwidth overhead of transmitting credit
update packets. The value of r�t , on the other hand, depends
on the bandwidth required by the flow. Specifically, if u2X�X
is the round-trip propagation delay between the sender and
the receiver, and if [9v (expressed in terms of packets/sec)
denotes the bandwidth required by the flow, then r t can be
defined as r t hp[9vxwcu2X�X .

Notice that the value of r<s is a parameter of the credit

update protocol, and hence does not vary with time y . How-
ever, to efficiently share the buffer pool available at the re-
ceiver, the value of r�t assigned to each flow must be dynam-
ically altered so as to match the variations in their bandwidth
requirements. Observe that the bandwidth requirement of
a flow can either be estimated based on past measurements
or explicitly notified by the source. In either case, once
the value of r t is determined, the receiver-based buffer
management algorithm must reserve appropriate amounts
of buffer space for each flow, and notify the sender of the
allocation. Specifically, if z�{ Y and ]g{ Y denote the time instant
for the |~}�� ( |;�x� ) buffer reallocation and the correspond-
ing credit allocation for flow W , respectively, then following
the reallocation, the receiver must transmit a credit update
packet containing the value a4]g{ Y bp\ Y e to sender of flowW . Due to the non-zero delay involved in communicating
buffer reallocation information to the senders, a sender may
transmit several packets to the receiver prior to the receipt
of the credit update packet. Consequently, the adaptive
buffer management algorithm must reserve sufficient num-
ber of buffers at the receiver so as to ensure that none of
the packets transmitted by the sender during the transition
period are discarded due to buffer overflow.

To derive sufficient number of buffers that must be re-
served at the receiver for a flow to ensure reliable trans-
mission, we assume: (1) The credit update cell transmit-
ted by the receiver as a result of a reallocation at timez { Y is guaranteed to be processed by the sender by timez�{ Y bx�?Y ; and (2) If �lY denotes the delay between the
sender sending a packet and the receiver receiving it, thenz�{%� yY k>z�{ Y ^ �?Y�b��lY�|���� . We refer to a�z�{%� yY k�z�{ Y e as
adaptation interval. Note that the first assumption states that
the sum of queuing, transmission and processing delay for
a credit update packet is bounded. The second assumption,
on the other hand, limits the frequency of buffer reallo-
cation, and thereby enables reliable bandwidth utilization
measurements. We believe that these assumptions are not
restrictive and are, in fact, desirable.

Given these assumptions, to formulate the buffer re-
quirement for a flow W at time z , let us first partition the set�

of flows sharing a common pool of buffers at the receiver
into sets ��a5z0e and �;a�z0e , such that ��a5z0e denotes the set of
flows for which a4��Yibm��Yge units of time have not elapsed
since their most recent reallocation and �;a�z0e contains all
of the remaining flows. Formally,��a�z0ech��
�-� �6� � |i���Q��a5z�{ Yd� z0eA��a�z�k>z�{ Y;� ��Y�b���Yge��a��Ge
and �;a�z0e6h � kq��a5z0e . Observe that �;a5z0e consists of the
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the sender and all the packets reflecting previous alloca-
tion have arrived. Hence, intuitively, the buffer require-
ment for flows in �¡a5z0e at time z , denoted by ¢£Y�a5z0e , is¤�¥
¦ �~§�Y�a5z0e?¨�]g{ Y � where §7Y9a5z0e is the queue occupancy at
the receiver at time z . On the other hand, for the flows
in ��a�z0e , packets reflecting the previous allocation may not
have arrived at the receiver. Hence, for flows in ��a�z0e ,¢£Y©a�z0ech ¤n¥
¦ �
§7Y�a�z0e�¨ ]g{
ª yY ¨�]g{ Y � . Hence, if ¢ is the buffer
space available at the receiver, then packet loss would not
occur if « Yl¬® ¢ Y a�z0e � ¢ at all time z . This is formally
stated in Theorem 1, proof for which is presented in [3].

Theorem ¯ If ¢ denotes the the buffer space available at
a receiver, then packet loss would not occur at the receiver
if: °Yl¬� ¢ Y a5z0e � ¢
where ¢6Y�a5z0e�h ¤n¥
¦ �
§7Y�a�z0e�¨ ]g{
ª yY ¨�]g{ Y � if Wp�±��a5z0e and¢ Y a�z0ech ¤n¥
¦ �
§ Y a�z0e�¨ ]g{ Y � if W²���;a5z0e . § Y a�z0e is the queue
occupancy at the receiver at time z .

Now, consider a buffer allocation algorithm which re-
serves ¢ Y a5z�{ Y e amount of buffer for flow W for the inter-

val ³ z�{ Y ¨Dz�{%� yY e . To ensure that no packet loss occurs, the
actual buffer requirement for flow W must never exceed¢£Y©a�z�{ Y e at any time instant within the interval ³ z�{ Y ¨�z�{G� yY e
(i.e., ¢ Y a5z0e � ¢ Y a�z�{ Y e�´Dz3��³ z�{ Y ¨�z�{G� yY e ). We have shown that
this holds for ¢ Y a5z0e as defined in Theorem 1 [3].

An important property of ¢ Y a5z0e is that all buffer require-
ment functions that can ensure that packet loss does not oc-
cur and are non increasing between two consecutive adapta-
tion instants have values at least as large as ¢ Y a�z0e between
consecutive adaptation instants. Hence, any buffer alloca-
tion algorithm that reserves sufficient buffer space at adap-
tation instants (to prevent any buffer overflow within the
adaptation interval) must necessarily reserve ¢6Y�a5z0e buffer
per flow. This is formally stated in Theorem 2, proof for
which is presented in [3].

Theorem µ�¶7Y�a�z0e7�x¢6Y�a5z0e where ¶7Y9a5z0e is a buffer re-
quirement function that ensures that no packet loss occurs
and is non increasing in the interval ³ z�{ Y ¨�z�{G� yY e·|i��� .

Theorem 1 minimizes buffer requirement while elimi-
nating any adverse effects of packet losses on the recovery
of compressed images. Techniques for minimizing the
end-to-end delay of video frames are presented in the next
section.

2.2 Minimizing End-to-End Delay

To minimize end-to-end delay and jitter, our adaptive proto-
col dynamically allocates bandwidth. To dynamically allo-

cate bandwidth, the network should first estimate the band-
width requirements of the flows and then allocate buffers
corresponding to the bandwidth requirements. Addition-
ally, in the event that the cumulative buffer requirement ex-
ceeds the buffer space availability, a buffer allocation algo-
rithm must distribute the buffer space among the competing
flows in a fair manner (i.e., equitably distribute the increase
in end-to-end delay among all the competing flows). In
what follows, we present bandwidth estimation techniques
and a fair buffer allocation algorithm which achieve these
objectives.

2.2.1 Bandwidth Estimation

The bandwidth requirement of a video flow changes with
the frame size. Since frames are generated at a constant
rate, the bandwidth requirement varies periodically. Hence,
a network can measure the bandwidth utilized over an adap-
tation (measurement) interval and utilize it to estimate the
bandwidth requirement during the next adaptation interval,
and then allocate the bandwidth accordingly. Specifically,
if [9v;¸�¹
ºY denotes the bandwidth utilized by flow W during
the current adaptation interval, [9v;»½¼¿¾Y and [�vd»ÁÀPÂY denote
the minimum and the maximum bandwidth desired by flowW and Ã�Y ( ÃlY"��� ) the rampup factor for flow W , then the
bandwidth requirement of the flow during the next adapta-
tion interval can be estimated as:[9vnÄ�Å }Y h ¤dÆ5Ç �%[9v »6ÀPÂY ¨ Ã Y w ¤n¥
¦ �G[�v »½¼5¾Y ¨ [�v ¸�¹
ºY �l�±a�Èle
The choice of a rampup factor depends on the burstiness
of the traffic. For video flows, burstiness can be measured
in terms of the ratio of successive frame sizes, which, in
turn, depends on the compression algorithm. In fact, if,
for a compression algorithm, the maximum ratio of succes-
sive frame sizes (denoted by u�»6ÀPÂY ) is estimated (possibly
by analyzing a large number of video streams encoded us-
ing the compression algorithm), then choosing Ã Y hpu�»6ÀPÂY
will enable a switch to quickly rampup to the maximum
bandwidth requirement of flow W whenever desired. How-
ever, since not all successive frames of flow W require an
increase in bandwidth estimated by the ratio u�»ÁÀ�ÂY , such a
technique may lead to severe under-utilization of available
buffer space. A conservative value of Ã Y (i.e., Ã YiÉ u�»6ÀPÂY ),
on the other hand, yields high buffer space utilization, but at
the expense of increased end-to-end delay. Consequently,
the rampup factor should be selected such that it balances
the end-to-end delay with buffer space utilization.

Observe that a single value of rampup factor is suffi-
cient for intra-frame compression algorithms (e.g., JPEG).
However, compression algorithms that exploit inter-frame
dependencies (e.g., MPEG) yield different types of frames,
each with a different bandwidth requirement. Conse-



quently, selecting the same rampup factor without consid-
ering the type of frame being transmitted may yield signif-
icant variation in end-to-end frame delays (i.e., high jitter).
Hence, for inter-frame compression algorithms, minimiz-
ing the delay jitter requires the selection of frame-specific
rampup factors. Such frame-specific rampup factors can be
provided by the source to the network either: (1) by explic-
itly transmitting a control packet prior to transmitting each
frame, or (2) by providing the information at the time of
connection establishment (e.g., by specifying the encoding
pattern and the corresponding rampup factors). By implic-
itly specifying the bandwidth requirement of a frame, such
frame-specific rampup factors minimize the delay jitter and
buffer space requirement at the switches.

Once the bandwidth requirement of a flow has been
estimated, a switch allocates buffer corresponding to the
estimated bandwidth. To reduce the computational require-
ment at a switch, we assume that the buffer allocation algo-
rithm allocates buffer for all the flows at the same time. If at
the reallocation instant, the cumulative buffer requirement
of all the flows is smaller than the available buffer space,
then the requirements of all the flows can be met. On
the other hand, if the cumulative requirement exceeds the
buffer space availability, then the algorithm must achieve a
fair distribution of the buffer space among all the compet-
ing flows. In what follows, we define our fairness criteria
and present an algorithm which allocates buffer fairly.

2.2.2 Buffer Allocation Algorithm

The fairness criteria for buffer allocation depends on the
requirements of the applications. Since frame delay is a
critical QoS parameter for video flows, a buffer allocation
algorithm can be considered fair if it uniformly distributes
the increase in delay yielded by limited buffer space avail-
ability among all the flows. To precisely define the fairness
requirement, let us denote the desired bandwidth and the
available bandwidth (resulting from the buffer space con-
straints) for flow W by [9v Y and Ê[9v Y , respectively. Since
the size of a video frame is the same regardless of the the
bandwidth allocation, we get:[9v Y w3Ë Y hÍÌ[9v Y w7ÎË Y�Ï [9v;YÌ[9v Y h ÎË�YË Y a�Ðle
where Ë�Y and ÎË�Y denote the delay experienced by a frame
of flow W when the bandwidth allocated is [�v Y and Ì[�v Y ,
respectively. Then, we define the buffer allocation to be
fair if, for all flows in

�
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Hence, the main objective of the fair buffer allocation al-
gorithm is to determine Ó , which in turn determines the
buffers that can be allocated for each flow.

For simplicity of presentation, let us assume that |~}��
allocation is being computed for each flow. Moreover, let
us assume that the length of the adaptation interval is such
that for all flows z�{ Y k`z�{®ª yY ^ � Y b×� Y . Hence, if the
adaptation occurs at time z , all the flows in

�
belong to set�;a5z0e (see Equation (1) ). Consequently, as per Theorem 1,

the minimum buffer requirement of each flow W prior to the
reallocation can be given by a�ØP{
ª yY bÙr<sGe , where:ØP{
ª yY h ¤n¥®¦ �~§ Y a5z�{ Y e�¨ ]g{
ª yY �6k�r<s a�Úle
Consequently, the total number of buffer that are available
for reallocation is given by:Û hoÜ�k °Yl¬� Ý r<sHbqØP{®ª yYßÞ a�àle
where Ü denotes the total buffer space available at the re-
ceiver.

Now, let á�Y denote the buffer allocation for desired band-
width [�v;Y for flow W . Depending on the relationship be-
tween the áPY and ØP{
ª yY , the set of flows

�
can be partitioned

into two subsets:â hjã©W � W²� � ��á Y � ØP{®ª yY ä
and åæh � k â

. Since
Ñ W²� â

, the desired buffer allocation
is smaller than the current allocation, the new allocation can
be reduced to: Ñ W"� â Ò ]g{ Y hxa�á Y b�r<s%e
However, since after reallocation the flows belongs to ��a5z0e ,
as per Theorem 1 the buffer that must be reserved for en-
suring reliability is given as:¤n¥®¦ �~§ Y a5z�{ Y e?¨�]g{®ª yY ¨ ]g{ Y �Qh ¤n¥
¦ �
§ Y a�z�{ Y e�¨ ]g{
ª yY �£h×ØP{
ª yY bRr<s
On the other hand, for all the flows W belonging to å ,á Y;^ Ø Y . Let us denote:á Y h×ØP{
ª yY boç Y a�èle
In such a scenario, whether or not each flow in å receives
its desired bandwidth depends on the current buffer space
availability at the receiver. Specifically, if « Yl¬
é ç Y � Û

,

then
Ñ Wê�xå Ò ]g{ Y hÍØP{Y hëa�á�Yìbpr s e . On the other

hand, if « Y�¬
é çgY ^ Û
, then the number of buffers that

can be allocated to each flow W is likely to be smaller thaná Y . To precisely compute the allocations, let us denote
the bandwidth and the corresponding buffers that can be



allocated to flow W by Ê[9v Y and Î á Y , respectively. Let Î á Y
be divided as a�Ø {
ª yY bÙíGYge . Clearly, since Î áPY � áPY , we getíGY � çUY . Moreover, °Y�¬
é í Y h Û a�île
Now, as per the fairness criteria (see Equation (4)), for all
flows W'�²å , we need to determine í Y such that:Ñ W²� �oÒ [�v YÌ[�v Y h ï�ðñ�òPò ðÎ ï�ðñ�òPò ð

h×Ó a�óle
Substituting the values of á Y and Î á Y , we get:ØP{®ª yY boç YØP{
ª yY bqí Y hpÓ Ï í Y h ØP{®ª yY boç YÓ kÙØP{
ª yY a�� _ e
Hence, from Equations (10) and (8), we get:

Ó"h « Yl¬~é a�ØP{
ª yY bqç Y e« Y�¬
é ØP{
ª yY b Û a��l�%e
Hence, for each flow W , the value of íGY can be derived as:

í Y h Û wQa�ØP{
ª yY b�çgYge�bÙçUY�w3« ¼ ¬
é ØP{
ª y¼ kÙØP{®ª yY w3« ¼ ¬
é ç ¼« ¼ ¬~é a�ØP{®ª y¼ b�ç ¼ e a��GÈ�e
An interesting point to note is that Equation (12) does not
guarantee that íGY will exceed zero for all W²�²å . That is, to
achieve fair distribution of buffer space as per our fairness
criteria (see Equation (4)), a subset of the flows in set å
may be required to release some of the buffers that have
been reserved for them during the interval ³ z�{®ª yY ¨Dz�{ Y e . The
occurrence of this condition (namely, í Ydô`_ ) is indicative
of the fact that some of the flows could have been allocated
unfair share of the total buffer space during the previous
adaptation interval.

Notice, however, that to ensure reliability of transmis-
sion, it is not possible to release any of the Ø {
ª yY b�r<s buffers

reserved for flow W at time z�{ Y . Hence, for all flows W��"å ,
the buffer allocation and reservation is given by:

]g{ Y h õöö÷ ööø a�ØP{
ª yY boí Y b�r<s%e if í Y � _ù ØP{
ª yY bûúýücþ ÿ�� ��� � ð � ���« ð 	�
 ücþ ÿ�� ��� � ð �
� b�r s� if íGY ^`_a��GÐ�e

and ØP{ Y h×ØP{
ª yY b�� ¤n¥®¦ � _ ¨Pí Y �6w Û« Yl¬~é ¤n¥®¦ � _ ¨0íGYU��� a��?Ôfe

Whereas Equation (13) reduces the credit allocation of all
the flows Wj� å for which íGY ô _ (and thereby takes
a step towards achieving fair distribution of buffers), it
enhances the credit allocation of all the remaining flows
in å as per their respective increases in buffer allocations.
Equation (14), on the other hand, ensure that: (1) the buffer
reservations for all flows W ��å for which í Y � _ are not
altered, and (2) the available buffers (namely,

Û
) are fairly

distributed among all the flows W'�²å for which í Y;^`_ .

2.2.3 Playback Adaptation Algorithm

The buffer allocation algorithm and bandwidth estimation
techniques presented in the previous section enable the
receiver-based credit flow protocol to quickly adapt to the
changes in the bandwidth requirements of video sources,
and thereby minimize the end-to-end delay. However, due
to its inherent nature, the protocol does not provide any
bounds on the delay. Consequently, once the playback of
a video stream is initiated at the destination site, a frame
arriving later than its scheduled playback instant will result
in playback discontinuity. To provide a good quality of
service, the destination site must employ playback point
adaptation algorithm, which minimizes: (1) the number of
playback discontinuities resulting from variations in end-
to-end delay, and (2) the effective end-to-end delay (defined
as the difference between time at which a frame is captured
at the source and the time at which it is displayed at the des-
tination). Whereas the former objective can be attained by
buffering, and hence delaying, the frames for sufficiently
long durations at the destination prior to their playback
(i.e., by introducing anti-jitter delay), the latter can be met
by scheduling the the playback at the earliest.

To formulate a policy for balancing these two antago-
nistic requirements, let us denote the arrival time of first
frame at the destination and the anti-jitter delay by � y and�

, respectively. Hence, the playback will be initiated at
the destination at time � y h�� y b � . Moreover, if � de-
notes the inter-frame separation, then the time instant at
which the |
}�� frame (|��mÈ ) must be displayed is given by� { h�� y b`a�|Sk`�GeAw���h�� y bpa5|7kq�Ge-w��6b � .

Depending on the relationship between the arrival time
of a frame and its scheduled playback instant, the playback
adaptation algorithm must handle the following two cases:� � { ^ � { : In this case, a playback discontinuity will

be observed at the destination. In such a scenario,
to prevent frequent occurrences of such playback dis-
continuities, the playback adaptation algorithm may
increase the anti-jitter delay. That is, rather than dis-
playing the |~}�� frame as soon as it arrives, the algo-
rithm may display the frame at time ���{ h�� { b�� y ,
( � y ^ _ ), thereby increasing the anti-jitter delay to



� � h � �{ k`a!� y b`a5|7kq�Ge-w��le .� � { ô � { : This condition is indicative of reduced con-
gestion in the network and the adaptation algorithm
exploits it to reduce the effective end-to-end delay by
discarding a frame. It can use a first order auto re-
gressive filter to estimate the reduction in the network
delay and discard a frame when the estimator indi-
cates the reduction to be greater than �Gs ( �Gs ^ � ). The
algorithm can exploit compression specific informa-
tion in order to construct a good estimator and decide
which frame to discard. For example in MPEG en-
coded video flows, the maximum end-to-end delay is
experienced by I frames and hence the estimator may
use the arrival and playback instants of these frames
only. Moreover, it can discard only a B frame to avoid
affecting the decoding of any other frames.

2.3 Discussion

The algorithms that we have presented multiplex the short
duration bursts such that packet losses do not occur while
minimizing buffer requirement and end-to-end delay. How-
ever, when sustained long term bursts occur and the aggre-
gate bandwidth requirement of the sources exceeds the link
capacity, the queues at the sources will build up and end-to-
end delay would increase. In such a scenario, an application
can reduce the effective end-to-end delay by invoking ap-
plication specific procedures to reduce the spatial, temporal
or chroma resolution. However, to limit the occurrence of
such an event, a network must employ admission control
algorithm. Since the protocol guarantees that no packet
loss occurs even during congestion, heuristic admission
control algorithms based on measured traffic statistics will
suffice [2]. Thus, our protocol not only effectively controls
the short term burstiness, but also simplifies the network
control for long term burstiness.

3 Experimental Evaluation

We have experimentally evaluated various parameters and
aspects of our video transmission protocol through exten-
sive trace-driven simulations. These simulations were car-
ried out using an enhanced version of the REAL network
simulator available from the University of California at
Berkeley. To evaluate the various parameters of the proto-
col, we have experimented with several network topologies.
For the most part of this section, we will present our sim-
ulation results for a baseline network topology consisting
of 6 switches (see Figure 1) which stresses various aspects
of the protocol and is similar to the topology used in [5];
results obtained from other topologies are summarized in

Source1

Source2

SW SW SW SW SW SW

Source n

DESTINATION

Figure 1 : The baseline network topology for the simula-
tions

[3]. In our topologies, all the links are assumed to be du-
plex, of capacity 40 Mb/s, and with a propagation delay of
3 ms. Finally, to simulate an ATM network environment,
the packet size was chosen to be 53 bytes (5 bytes of header
information and 48 bytes of payload).

Each flow was simulated to carry a VBR encoded video
stream, the bit rate traces for which were obtained from 3
MPEG and 1 JPEG encoded video sequence. Each video
source transmits a randomly selected part of one of these
video sequences to the destination node. We used two
baseline configurations of sources which induce different
load on the switches. In configuration 1, there were total
of 8 sources transmitting their I frames out of phase, i.e.,
the sources were not synchronized. In configuration 2,
there were a total of 15 sources transmitting their I frames
simultaneously (the sum of maximum of average bit rate
requirements derived over 1 second intervals was 40 Mb/s).
For most of our experiments, the buffer size at the switch
and the adaptation interval were set to 1000 packets and
30 ms, respectively. The network was simulated for the
duration of 10 seconds.

3.1 Bandwidth Estimation

To validate our hypothesis that the rampup factor is a func-
tion of the burstiness of the video source, we examined
the effect of varying rampup factors on the end-to-end de-
lay observed by the JPEG and MPEG sources as well as
the buffer space requirement at the switches. As argued
in Section 2.2.1, increase in the rampup factor decreases
the end-to-end delay, but imposes larger buffer space re-
quirement (see Figure 2). Figure 2 also depicts the rela-
tive performance of the techniques for choosing fixed and
frame-specific rampup factor for MPEG flows. Since an
analysis of our MPEG traces indicated that B frames are
the smallest in size, P frames are approximately twice as
large as B frames, and I frames are approximately 6-10
times as large as B frames; we chose Ã#"`hx� and Ã#$Ùh�È ,
and then studied the effect of increasing the value of the
rampup factor for I frames (namely, Ã#% ) on the end-to-end
delay and buffer space requirement. As Figure 2 illustrates,
selecting Ã&%�hxà yields the smallest maximum end-to-end
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Figure 2 : Effect of rampup factor on: (a) maximum delay and (b) average buffer space requirement

delays. Moreover, the maximum delays observed withÃ#% h à were approximately the same as those observed
for the fixed rampup factor case with Ã h�È�( Ú . The main
advantage of employing frame-specific rampup factor is
that it provides better delay-jitter performance and requires
smaller amount of buffer space ( )×È�Ú&* lower as compared
to the fixed rampup factor case with Ã�hxÈ�( Ú - see Figure
2(b)). Hence, for the rest of this section, we assume that
the frame-specific rampup factor scheme is employed for
MPEG flows.

As described in Equation (2), the bandwidth requirement
of a flow during an adaptation interval is estimated using a
priori known minimum and maximum bandwidth require-
ments (namely, [9v;»3¼5¾Y and [9v;»6ÀPÂY ). Our experiments
have demonstrated that if [9v;»ÁÀ�ÂY is chosen conservatively,
then neither of the parameters effect the end-to-end delay.

3.2 Effect of Configuration Parameters

The smaller the adaptation interval, the quicker is the pro-
cess of adapting to changes in bandwidth requirements,
and hence, the smaller is the delay. However, small values
of adaptation interval induces large network overhead. To
help evaluate the tradeoff in selecting the adaptation inter-
val, we studied the variation in the maximum end-to-end
delay with increase in the adaptation interval (see Figure
3(a)). As expected, it illustrates that the end-to-end de-
lay increases linearly with increase in adaptation interval.
Since the transmission of a frame can begin at any instant
within an adaptation interval, the expected duration for
adapting to the change in the bandwidth requirement of a
frame is half of adaptation interval. Hence, as depicted in
Figure 3(a), with each increase of + in the allocation inter-
val, the maximum delay increases by about ,s . For video
streams being played back at 30 frames/sec, an adaptation
interval of ) 30 ms is sufficient.

An important switch parameter that effects the delay
performance of sources is the buffer size at each of the

switches. Figure 3(b) demonstrates that the delay perfor-
mance improves as buffer size increases. Moreover, it illus-
trates that the buffer size of about 900 packets is sufficient
to provide a good delay performance for the video sources.
Note that the experimentally observed buffer space require-
ment is about 20% larger than that required for sustaining a
bandwidth of 40Mb/s on a link with 3 ms propagation de-
lay in this configuration. In comparison, if the exact peak
bandwidth requirements of the sources were known and if a
non-adaptive credit allocation algorithm was used, a buffer
of size 1642 packets would have been required for this con-
figuration. Hence, non-adaptive credit management would
have required 64.2% more buffer.

In adaptive buffer management, in order for the buffer
reallocation at the first switch to be effective, the avail-
able buffers at each of the downstream switches must be
appropriately reallocated. Consequently, the number of
switches along the path from the source to the destination
of a flow may impact the maximum delay yielded by the
adaptive buffer management algorithm. To precisely quan-
tify this dependence, we simulated network topologies with
number of switch varying from 2 through 6, and analyzed
each topology with the traffic induced by configuration 2.
As Figure 4(a) demonstrates, although the maximum de-
lay increases with increase in the number of switches, the
increase is not significant. In fact, the increase in the end-to-
end delay observed when the number of switches increased
from 2 to 6 is approximately equal to the propagation delay
between switch 2 to 6 (i.e., ) 12 ms).

3.3 Effect of Load

One of the main goals of the adaptive buffer management
algorithm is to ensure graceful degradation in the delay per-
formance with increase in the network load. To evaluate
the effectiveness of our algorithm with respect to this cri-
teria, we measured the maximum delays observed by the
sources at varying utilization when (1) their I frames were
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aligned, and (2) they were out of phase. Since the maxi-
mum delays are determined by the peak utilization of a link,
Figure 4(b) plots the variation of maximum delay with the
peak utilization. The peak utilization was chosen to be the
maximum average utilization, with the averaging interval
being 1 second. As the figure illustrates, sources experi-
ence lower delays at lower loads. Moreover, the sources
experience lower delay when the sources are out of phase
than in phase, thereby demonstrating that the buffer allo-
cation is able to effectively allocate bandwidth at varying
loads.

3.4 Playback Adaptation Algorithm

To evaluate the effectiveness of the playback point adapta-
tion algorithm presented in Section 2.2.3, we simulated our
network topology with configuration 2 load for 60 seconds.
In our experiment, only 4 playback discontinuities across
all the sources were observed during the entire simulation,
and that the algorithm was able to adapt to decrease in end-
to-end delay by discarding frames. Moreover, the average
length of the discontinuity was less than 2.5 ms which is
within human perceptual tolerance.

4 Comparison with Other Schemes

4.1 Receiver-Oriented Adaptation

The concept of receiver-oriented adaptation was originally
introduced in [6], and a particular algorithm was pro-
posed in [7]. The algorithm presented in [7] requires« Y�¬� ]g{ Y �.- s kq« Yl¬� §7Y�a�z�{ Y e to hold after the |
}�� al-
location. It is easily observed that the condition for reli-
ability presented in this paper is much weaker and conse-
quently leads to much more efficient utilization of network
resources. Our experiments have demonstrated that for
configuration 2 and a buffer size of 1000 packets, the link
utilization in our algorithm is 60-70% higher. Moreover,
the end-to-end delay yielded by our algorithm is 20 times

smaller (85 ms as compared to 1646 ms). Furthermore, the
algorithm in [7] requires 100% more buffers (2000 packets)
for a comparable delay performance. Since peak rate buffer
allocation of the sources would have required 1650 pack-
ets, we believe this is an anomaly in the algorithm in [7].
Finally, when no flow control algorithm is employed the
buffer requirement is 2320 packets. Hence, the algorithm
in [7] increases the delay significantly while saving very
small amount of buffer space for video flows. This also
illustrates that the adaptive credit-based protocol would not
be feasible for video without Theorem 1.

The algorithm presented in [7] presumes additional per
link timers at each of the upstream nodes. Moreover, these
timers are assumed to be synchronized. We believe that
to facilitate interoperability, adaptive buffer management
should be an implementation choice of a switch and should
not require any additional support from other switches.
This assumption is unnecessary and, as we have demon-
strated, reliability can be achieved without additional sup-
port from the upstream switches. Furthermore, the algo-
rithm in [7] permits buffer adaptation for the flows only at
every adaptation interval, which makes the algorithm in-
flexible. This is in contrast to Theorem 1, which does not
assume any correlation between the time instants at which
adaptation occurs for the flows.

4.2 Video Transmission Schemes

We chose the following three schemes, which we believe
are representative of the schemes proposed in the literature,
for the purpose of comparison:� Periodic Averaging: This is a source traffic shaping

mechanism [13] in which, assuming all the frame sizes
are known in advance, all the frames that belong to
an averaging interval are transmitted at the average
rate for that interval. This generates a smooth traffic
source with rate changes occurring only at averaging
interval boundaries. The delay incurred by frames
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in this scheme would be a lower bound on the delay
that would be introduced at the source to generate an
equivalent smooth source when the frame sizes are not
known. For the purpose of comparison, we chose an
averaging interval of 1 second.

� Frame Smoothing: In this scheme, after a frame is
completely encoded, it is transmitted at a rate such
that the transmission is completed within an interframe
duration, i.e., before the next frame is encoded. This
scheme reduces burstiness caused due to the encoding
process but introduces smoothing delay equivalent to
encoding delay. We assume encoding delay to be
interframe delay.

� Rate Based Control: In this scheme, rate of transmis-
sion of a video source is controlled by the rate based
congestion control protocol proposed in ATM forum.
Since the ATM forum has not specified a particular
switch behavior, we assume the switches to be EFCI
switches which mark resource management packets
on both the forward and reverse paths.

We selected maximum delay, maximum queue length
and packet loss (when the buffer size is limited to 1000
packets) as the metrics for comparison with other schemes.
Figures 5 and 6 plot these metrics at varying maximum
average utilization level (averaging interval is chosen to be
1 second). Figure 5(a) shows that delay in our protocol
is approximately 50% of the delay in periodic averaging
and almost the same delay as in frame smoothing. Figure
5(b) demonstrates that the buffer requirement in our proto-
col is significantly smaller than that required when frame
smoothing is employed. Hence, we conclude our protocol
finds a middle ground between the two extremes of source
traffic shaping and no traffic shaping.
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5 Concluding Remarks

We presented a network layer protocol which effectively
multiplexes VBR encoded video traffic. The protocol min-
imizes buffer requirement as well as end-to-end delay and
guarantees that packet losses do not occur. To minimize
buffer requirement as well as avoid packet losses, we de-
rived necessary and sufficient buffers required for ensuring
the reliability of the receiver-based adaptive buffer allo-
cation algorithm. We then presented bandwidth estima-
tion techniques and buffer allocation algorithm which are
specifically designed for video and minimize end-to-end
delay and jitter for VBR encoded video. We defined a new
fairness criteria for buffer allocation which ensures uniform
increase in the delays experienced by the video frames dur-
ing congestion. Finally, we presented a playback point
adaptation technique.

We experimentally evaluated the performance of the al-
gorithm under a wide range of parameters and demonstrated
its suitability. We demonstrated that the previously known
receiver-oriented buffer adaptation algorithm not only re-
quires 100% more buffers and incurs 20 times higher de-
lay as compared to our algorithm, but is also not viable
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for video transport. We demonstrated that the protocol
does not require a priori specification of the source traffic
characteristics. We also demonstrated that since network,
rather than source, shapes the traffic, the protocol provides
significantly better delay performance than source traffic
shaping mechanisms while requiring significantly smaller
buffer than protocols which do not employ traffic shap-
ing. Though the protocol does not guarantee delay, the
clients are able to realize smaller delay than guaranteed
delay and a reliable service by using the playback point
adaptation technique. The protocol adapts to the network
load and provides service that commensurates with the net-
work congestion. In summary, we have demonstrated that
our protocol is a viable alternative to guaranteed rate trans-
mission of video for applications which do not require the
network to provide strict performance guarantees.
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