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Abstract

Two forms of flow control for ATM (Asynchronous Transfer Mode) networks are examined,
namely rate-based and credit-based flow control of ABR (Available Bit Rate) traffic. Under cer-
tain assumptions, these two are shown to be duals of each other. That is, the average traffic flow
of a rate-based network can be achieved by controlling buffer space of a credit-based network.
Similarly, the buffer requirements of a credit- based network can be achieved by controlling the
rates in a rate-based network. Using the duality, it can be shown that several claimed advantages
- in which some feature or attribute is claimed to be available in one form of flow control but not
the other - are not advantages at all and, in fact, have corresponding implementations in the other.
However, the duality is not perfect, and some asymmetries remain between these two forms of
flow control. Some observations are offered to reduce the differences between these in practical
networks.
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1.0  Introduction

ATM (AsynchronousTransferMode) network technology is rapidly gaining acceptance as
the high speed network technology for a wide variety of next generation digital communi-
cation problems, ranging from traditional data processing and computer communications
to multi-media, real-time control, home area networks, etc. ATM network technology pro-
vides one basic framework supporting many sizes of networks, from the wide area, to the
local area, to the desk area, and even down to the backplane. ATM networks can also sup-
port more and broader classes of communication traffic than were possible with previous
local area network technologies.

The connection-oriented nature of ATM networks offers a tantalizing opportunity — to be
able to support several different kinds of traffic in the same network at the same time,
especially real-time and non-real-time traffic. In modern industrial systems, we would like
to be able to support in the same network

• “hard real-time” applications for plant control and operations,

• continuous and interactive audio and video both as sensors in the actual plant operation
and for human activity such as training, monitoring, and surveillance, and

• traditional forms of network and distributed computing using protocols such as TCP/IP,
Appletalk, etc.

The challenge is, on one hand, how to keep the non-real-time traffic from interfering with
the real-time traffic and, on the other hand, how to let the non-real-time traffic effectively
use the remaining capacity of the network after the real-time obligations are met.

In our context, the real-time traffic may be extremely bursty. For example, a motor sud-
denly starts and needs control information from sensors at the other end of a rolling mill.
An intelligent video camera detects an anomalous situation and suddenly sends forth a
burst of very high priority video. Even in a simple office workstation environment, a user
may open an interactive video window and begin viewing, pausing, and scrolling, thereby
taking up a significant fraction of the total network bandwidth in bursts.

Designing a network and pre-allocating resources to support the worst case bursts of real-
time traffic is beyond the scope of this paper (see, for example [Ferrari90] or [Zhang93]).
The problem of interest in this paper is how to use the remaining “available bit rate” of the
network for the more traditional traffic between such bursts. This traditional traffic has
come to be called ABR orAvailableBit Rate traffic. It closely resembles the kind of com-
munication among, say, workstations and servers in a local area network or among mem-
bers of the Internet. The goal of the network is to deliver the entire remaining bandwidth
on demand, with no advance reservation or specification of traffic characteristics, with no
holding back of network resources in anticipation of other traffic that might not material-
ize, but subject only to “fair” sharing among all such users and applications on a packet-
by-packet or message-by-message basis. That is, the network should offer to ABR clients
approximately the same kind of sharing of network resources as is already implemented
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by local area networks such as Ethernet or Token Ring and by the default scheduling poli-
cies of many multi-protocol routers.

The problem of supporting ABR traffic is, in fact, the problem of controlling its flow, so
that it does not overflow buffers or clog network resources, especially when the “available
bandwidth” suddenly changes as a result of high priority bursts. Over the past several
years, two approaches to flow control have been vigorously debated in the ATM Forum, an
industry-sponsored organization dedicated to the promotion of ATM network technology
and to recommending standards for interoperability. One form, calledrate-based flow
control, is based on techniques used in frame relay networks and depends upon feedback
from the network to each source to cause those sources to slow down or speed up [Siu95,
Roberts94a, Roberts94b]. The other, calledcredit-based flow control, depends upon feed-
back indicating the ability of a network node or destination to accept additional data
before overflow [Kung94, Hunt94]. These two approaches have been characterized as
being fundamentally different in philosophy and have fundamentally different merits,
advantages, and disadvantages.

The purpose of this paper is to explore the hypothesis that they are not different. Under
certain assumptions, we will show that rate-based flow control can be mapped into credit-
based flow control and vice versa. The behavior obtainable with one approach has a corre-
sponding behavior in the other approach, and the buffer requirements of one are the same
as those of the other. This creates a duality between them, the consequence of which is that
advantages claimed for one approach turn out to be also available in the other, although
not necessarily so obviously. Unfortunately, however, the duality is not perfect. There still
turn out to be some differences that require discussion.

The reminder of the paper is organized as follows. Section 2 presents background and ter-
minology. Section 3 shows that the average rate of transmission can be controlled in a
credit-based system by controlling the amount of buffer space and, conversely, that the
amount of buffer space required to avoid data loss in a rate-based system can be controlled
by adjusting the rates of transmission. These results are applied in Section 4 to show simi-
lar behavior in both kinds of systems. Section 5 considers several areas where the duality
breaks down. Finally, Section 6 presents some observations and conclusions.

2.0  Background and Terminology

In this section, we first clarify our terms, then summarize an abstraction of credit-based
flow control, an abstraction of rate-based flow control, then a combined approach.

2.1  Terminology

An ATM network is a network of nodes and bidirectional links. Non-terminal nodes are
calledswitches, and terminal nodes are calledend-systems. The unit of transmission in an
ATM network is thecell — i.e., a data element containing a five-byte header and a forty-
eight byte payload. Aconnection is a logical channel of communication between an appli-
cation at one network node and an application at another; it provides for transmission of
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information inone direction from the first to the second. This direction is called thefor-
ward or downstream direction. The opposite direction is called thebackward or upstream
direction. Normally, connections between applications come in pairs, one in each direc-
tion, so that the applications may engage in conversations, provide feedback to each other,
etc. Logically, and for the purposes of this paper, these two connections are separate and
independent. They may have quite different traffic characteristics and quality of service
requirements. In this paper, we restrict our attention to one of this pair of connections, and
in particular we address both data and control information flowing in the forward direction
and control information flowing in the backward direction.

A path is the sequence of network nodes over which a connection is implemented. It is a
fundamental rule in ATM networks that all cells of a connection are carried in order over
the same path from start to finish. Although it is possible for cells to be lost due to trans-
mission errors or to be discarded in response to congestion, they will not be delivered out
of order. A path may be partitioned intocontrol segments, each of which is a subsequence
of the nodes of the path. The first node of any control segment is itsvirtual source, and the
last node is itsvirtual destination. If the path comprises more than one control segment,
then the virtual destination of one control segment becomes the virtual source of the next.
In the following, when we saysource, we will normally meanvirtual source unless it is
obvious from the context. Theoriginal sourceis the virtual source of the first control seg-
ment of a path. Similarly, when we saydestination, we will normally meanvirtual desti-
nation unless it is obvious from the context. Thefinal destination is the virtual destination
of the last control segment of the path.

2.2  Credit-based Flow Control

In a credit-based scheme, a source transmits data as fast as it can over a network link, but
only as many cells as it knows the destination can receive. In particular:—

• Each source counts data cells transmitted, and each destination counts data cells
received. In addition, each destination keeps track of the number of cells of buffer
space allocated to and occupied by each connection.

• Periodically, after a destination has consumed a number of cells received on a connec-
tion (or has forwarded them to the next control segment in its path), it generates acredit
cell for transmission to the source over the path in the backward direction. This credit
cell specifies thecredit limit indicating the highest numbered cell that will not overflow
the buffer space allocated to that connection.

I.e., if at timet0, the destination had consumed or forwardedn0 cells, and it has allo-
cated a total ofB cells of buffer space to the connection, it would return a credit limit of
n0 + B. This credit limit must accommodate cells that are already received but not yet
consumed, cells in flight, and cells yet to be transmitted.1

• Upon receiving a credit cell, the source transmits data at any rate, but when its cell
count reaches the credit limit in the most recent credit cell, it stops.

1. The various credit proposals have different representations of the credit cell, but all are equivalent.
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• Periodically, the source sends a control cell in the forward direction specifying the
serial number of the next data cell to be transmitted on that connection. This is used by
the destination to resynchronize its cell counts with the source and provides a way to
recover from lost data cells.

In the most widely discussed credit-based schemes, each physical link of a path is its own
control segment, so that there are no intermediate nodes between any virtual source and
destination. However, this restriction can be relaxed, as will be shown below. The net
effect is that an original source transmits data to a final destination in short, rapid bursts,
but only as much as that final destination and each intermediate node can absorb at any
one time. The claimed advantages are that credit schemes respond very rapidly to changes
in the available bandwidth of the network, that they never deliberately discard data due to
congestion, and that they make maximum use of the available network bandwidth. Credit-
based schemes are criticized, however, for their large buffer requirements and for their
complexity, especially of the perceived need for separate queues for each connection.

2.3  Rate-based Flow Control

In a simplified form of the rate-based scheme, the source determines the rate at which to
send cells from the presence or absence of feedback from the destination, as follows:—

• Periodically, the source inserts a Resource Management cell (RM cell) into the data
stream, indicating both its actual and desired rates of transmission. TheseRM cells are
a form of in-band signalling and their frequency is a parameter of the connection.

• When a destination receives anRM cell, it replaces the desired rate field with a value
representing an explicit rate at which it is able or willing to receive the data, then
retransmits thatRM cell back to the source over the same path.

• Each intermediate node in the path between the destination and the source may also
reduce the value of the desired/explicit rate field to account for congestion of network
resources under the management of that node.

• When the source receives anRM cell from downstream, it adjusts its rate according to
the explicit rate and any other congestion information in theRM cell.

• In the absence of receiving anyRM cells from downstream, the source it must reduce
its rate of transmission according to a function determined at the time the connection is
established. This a failure recovery mechanism for the case ofRM cells being delayed
or lost due, for example, to congestion somewhere downstream.

The nodes of the network maintain several other parameters for controlling the data rate of
the connection. In particular, the source will never request or transmit at a rate exceeding
thePeak Cell Rate established for the connection, and the destination and intermediate
nodes will never reduce the explicit rate below aMinimum Cell Rate for the connection.
The destination or any intermediate node may generate and transmit extraRM cells in the
backward direction with new values of the explicit rate to respond to sudden changes in
the demand for network resources. Similarly, a source may transmit extraRM cells in the
forward direction, for example, after an idle period to request an increased rate.
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The currently proposed standard for the reduction functionf when noRM cells arrive is

f(R) =R * (1 - 1/RDF), (1)

whereR is the current rate andRDF is a constant parameter [Barnhart94b]. Similarly, it is
proposed that a source be able to increase its rate only gradually, by adding a constantAIR
to its current rate after receiving anRM cell from downstream.

The claimed advantages of rate-based schemes are that they are simpler to implement and
that they require less buffer space. They are criticized for their lack of responsiveness to
transients in network load and the fact that they deliberately throw away data of ABR con-
nections in congested situations.

2.4  Combined Rate- and Credit-based Scheme

In [Zheng94], a combined scheme is described using a singleRM cell format to carry both
rate and credit information in both directions. The format of thisRM cell is the same as the
format of theRM cell of the rate-based method, but extended with an extra field. When the
RM cell is travelling through the network in the forward direction, this extra field repre-
sents the serial number of the next cell to be transmitted. When it is moving in the back-
ward direction, this field represents the credit limit for the connection.

In this scheme, a source sendsRM cells periodically, just as in the rate-based method.
When a destination receives anRM cell, it updates the desired rate with an explicit rate
and also replaces the serial number with a credit limit reflecting the buffer space available
to the connection. As thisRM cell makes its way through the network, any switch along
the path can reduce either field to take account of congestion. (Either the explicit rate or
the credit limit, but not both, can be set to some value indicating that it should be ignored.)

When the source receives such anRM cell, it behaves exactly as a rate-based source, but
stops transmitting as soon as it reaches the credit limit. Obviously, if the explicit rate field
has a value of “ignore,” then the source may transmit as fast as the peak cell rate. Simi-
larly, if the credit limit field has the value of “ignore,” it may transmit as many cells as the
rate-based algorithm and parameters permit.

3.0  Duality between Rate and Credit Methods

In this section, we demonstrate that with credit-based flow control, it is possible to control
the average rate of transmission by managing the size of the buffer allocated to the desti-
nation. Similarly, with rate-based flow control, it is possible to control the buffer space
required for a connection at the destination by managing the explicit rates fed back to the
source. Within the limits of the assumptions, this represents a duality between the two
schemes. They require the same buffer space to support exactly the same average rate of
data transmission across a control segment, and therefore it is possible to achieve the same
behavior of an ABR connection requiring the same network resources with either scheme.
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3.1  Rate Control in a Credit-based Network

Consider a control segment of a network with credit-based flow control. By the algorithm
for returning credits from the destination to the source, it is clear that credits cannot flow
backward any faster than the destination can consume cells (or forward them to the next
control segment). Thus the ultimate control of the transmission rate of the source is
bounded by the consumption rate of the destination.

However, let us consider a slightly different problem. Suppose that the destination is capa-
ble of consuming or forwarding cells as fast as they arrive, but suppose for some reason it
wishes to limit the source rate to a lower value. We do this by limiting the number of cells
of buffer allocated to the connection. In particular, suppose thatB cells of buffer space
have been allocated, and suppose that the round trip time for a signal on the control seg-
ment isrtt. Also, suppose that the destination returns one credit cell for eachγ cells for-
ward or consumed.2 Figure 1 shows an example of part of the time line for the connection.

At time t0, the source has in hand enough credits to sendB cells. It transmits cells as fast
as it can, and by timet1, it has transmittedγ cells. The first cell and theγ-th cell are con-
sumed by the destination at timest2 andt3, respectively. By timet3, the destination has
consumedγ cells, and it therefore sends back a credit cell containing a new credit limit
B + γ. This credit cell arrives back at the source at timet4. Meanwhile, the source contin-
ues to transmit data cells until it runs out of its original credit limitB, and the destination
continues to send back credit cells for everyγ cells consumed or forwarded.3

We can now estimate a lower bound on the timet4. LetPCR (peak cell rate) be the fastest
possible rate of transmitting cells over this connection.PCRcannot exceed the bandwidth
of the physical link, but the actual rate of transmitting the firstγ cells is likely to be slower
than this. Therefore,

t1 ≥ t0 + γ / PCR. (2)

2. Note that the parameterγ is the parameterN2 in Kung’s papers. Note also thatB must be at least as large
asγ so that the source does not starve for lack of credits while the destination is waiting for more cells
before sending credits.

3. Timet4 may be before, at, or after the time that theBth cell followingt0 is transmitted. For clarity in the
figure, it is shown as after. This does not affect the analysis.

Figure 1. Time Line of a Credit Connection
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Because the destination sends credit cells only after receiving and consumingγ data cells,
it will not send a credit until at least timet3. The source may not send its (B + 1)-th cell
until it receives this credit. By the definition ofrtt, we see that

t4 ≥ t1 + rtt. (3)

Combining inequalities (2) and (3), we see that the minimum time to transmitB cells of
this example is

t4 – t0 ≥ rtt + γ / PCR.

Thus, the rate of transmissionR, averaged over the interval [t0, t4], is

. (4)

Using the same analysis, it can also be seen from Figure 1 that each time the source trans-
mits a cell that causes a credit cell to be returned, the average rate of transmission over the
nextB cells is bounded by the right side of the inequality (4). This is even true ifrtt is very
small, so that it takes longer to transmitB cells than it does to get back the credit from the
first group ofγ cells.

Inequality (4) shows that the average rate of transmission of a source in a network with
credit-based flow control is directly proportional to the amount of buffer space allocated to
that connection at the destination. This means that to control the average rate, the destina-
tion need only control the amount of buffer space. In particular, to limit the rate of trans-
mission to a maximum value ofR, it is sufficient to set the buffer size to

B = R * (rtt + γ / PCR) (5)

cells.4 While the source may transmit in bursts, its average rate over any group ofB cells
can be no greater thanR. Of course, if the destination cannot consume or forward cells so
fast, the credit-based flow control algorithm automatically limits the actual flow of credits
to the actual rate of consumption.

Moreover, if the destination wishes to constrain the source to a time-varying rateR(t), then
it need only adjust the buffer allocation to a time-varying amount

B(t) = R(t) * (rtt + γ / PCR). (6)

Note that this analysis is based on, but slightly different from, Kung’s analysis for adap-
tive buffer allocation in credit-based networks [Kung94]. In a typical local area network in
which it is desired to carry ABR traffic as fast as possible after all higher priority commit-
ments have been met, it is well known that allocating

4. This is not practical for very low data rates. For example, suppose the desired data rate is 1 megabit/sec-
ond. Suppose also that the round trip time in a local area network having 155 megabit/second links is 15
µseconds (about five cell times) andγ is 8. ThenB would be about16 bits, or less than 4% the size of
one ATM cell.

R
B

t4 t0–
-------------- B

rtt γ PCR⁄+
------------------------------≤=
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PCR * rtt + γ

cells is sufficient to guarantee that the connection will get all of the bandwidth if there is
no other demand for it. In the case of long physical links that are shared among many con-
nections, however, this would result in enormous buffer requirements. Thus in the adap-
tive buffer algorithm, Kung shows that the allocation to each connection can be reduced to
a time-varying value

B(t) = R(t) * rtt + γ (7)

without slowing down any connection,provided that the destination can respond fast
enough to changes in the aggregate transmission rate of the connections sharing the link.
Observe that Equation 7 is slightly larger than Equation 6 and works for all values ofR,
rtt, andγ. While Equation 6 is sufficient for constraining a rate, Equation 7 is sufficient for
guaranteeing one.

Note that in the analysis of this section, the round trip time of a signalrtt figures heavily.
In order for a destination to control the rate of a source, it must “know” the value ofrtt
fairly precisely. When credit-based flow control in its native mode (i.e., when not trying to
simulate rate-based flow control),rtt needs only to be “known” at the time the connection
is established, and then only to allocate a sufficient number of buffers. From a practical
point of view, it is often easier to overallocate than to try to get an accurate measure ofrtt.

3.2  Buffer Requirements in a Rate-based Network

Suppose that a destination in a network with rate-based flow control is capable of consum-
ing or forwarding cells of a connection at a rateR(t). Suppose thatRM cells are transmit-
ted in the backward direction after everyγ data cells received. Then when it is necessary to
send anRM cell at timet, the destination simply sets the explicit rate field toR(t).

Suppose the rate had been steady atR(t0) for at leastrtt seconds before timet0, and sup-
pose that at timet0, the rate of consumption or forwarding of cells drops drastically from
R(t0) to zero. (This can happen, for example, if a high priority connection suddenly starts
transmitting over the immediate downstream physical link, consuming all of the link
bandwidth and thereby depriving ABR connections of any available bandwidth over a
non-negligible period of time.) If it were possible to send anRM cell instantly to notify the
source of this change in available bandwidth, a change in the source rate could not be felt
at the destination at least until timet0 + rtt. During this time, at least

rtt * R(t0)

cells could arrive. Thus, there must be at least

B(t0) = R(t0) * rtt

cells of buffer space available in order to absorb such a sudden transient.

In practical networks, it is usually not possible to knowR(t) for the connection at all times,
but instead it must be derived from the behavior of the network. For example, if two suc-
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cessiveRM cells are received by the destination at timest1 andt2 aftern1 andn2 cells had
been consumed or forwarded, respectively, thenR(t2) can be estimated to be

R(t2) = (n2 – n1) / (t2 – t1).

Suppose that anRM cell was received at the destination and returned to the source at time
t1, just before the drastic reduction in the rate of consumption or forwarding occurred. Ifγ
is the maximum number of data cells betweenRM cells, then as many asγ data cells
would arrive at rateR(t1) before a newRM cell would be received at timet2. The destina-
tion would set the explicit rate field of this newRM cell to zero before returning it to the
source, since no data cells were consumed in [t1, t2]. However, before this rate can take
effect at the source, a furtherrtt * R(t1) cells will arrive at the destination. Thus, the total
buffer required at the destination to absorb the sudden change in rate without cell loss is

B(t1) = R(t1) * rtt + γ, (8)

the same number as specified by Equation 7 and slightly more than that specified by
Equation 6 in the credit-based system.

Equation 8 shows that to prevent cell loss due to transients in the network, a rate-based
network requires an allocation of buffer space to each connection that is roughly propor-
tional to the transmission rate. This is far greater than the amount of buffer space normally
associated or claimed for rate-based flow control. To reduce the requirement to a particular
rate, it is necessary to isolate the connection from the effects of transient behavior of other
connections. This is possible in some networks, as discussed in Section 5.3. However, in
others, where competing traffic is must less predictable, this is not practical.

Note that Equation 8 also describes the buffer requirement at each intermediate node of a
control segment, not just the virtual destination. By the same analysis, it can be seen that if
the downstream link leading from an intermediate nodeI suddenly becomes unavailable
due to, for example, a high priority transmission, this node needs to be able to absorb at
leastR * rttI + γ cells before the source can stop, whererttI is the round trip time for a sig-
nal between the source and nodeI. Note also that the value ofrtt is just as important in this
section as it was in Section 3.1. However, in practical rate-based networks, it is usually
easier to overallocate than it is to try to measurertt precisely.

3.3  Comment

The result of Section 3.2 is not as strong as we would like. Ideally, to establish a stronger
duality between rate- and credit-based flow control, one should be able to show that a des-
tination withB cells of buffer space can feed back rate information in such a way that the
source never overflows that buffer space. If the available buffer space is reduced, then the
destination should be able to send back a lower rate with confidence that the source will
not only transmit more slowly but will send fewer cells as well.

This seems to depend uponrtt, the interval betweenRM cellsγ, and the reduction function
f. If a destination receives anRM cell at timetk, and if in the interval [tk - rtt, tk] it had pre-
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viously sent back a sequence ofRM cells with explicit ratesR1, R2, ..., Rk-1, it can compute
the maximum number of cells that it could receive from the source during the nextrtt sec-
onds as a result of theseRM cells. Let this number beBin_flight. Then the buffer space still
available is given by

Bfree = B – Bin_flight – Boccupied,

whereB is the total buffer space allocated to the connection andBoccupied is the buffer
space occupied by cells already received but not yet forwarded or consumed.5

Now the trick is to determine what rateRk to return so that the source will not send more
thanBfree cells. Note that if a source has received an explicit rateR from the destination
and if it never receives anotherRM cell after that, it will send at most

(9)

cells. Thus, with an appropriate reduction functionf, it is sufficient to find a valueRk so
that (9) does not exceedBfree.

6

While in principle, solving an integral equation provides a way for a rate-based flow con-
trol system to approximate that of a credit-based system, it is far from practical for cell-by-
cell scheduling at gigabit/second speeds. Moreover, the dynamics of connections sched-
uled this way are far from clear. Therefore, it remains a challenge as to how strong the
duality between rate-based and credit-based flow control can be.

4.0  Applications of the Duality

Despite the comments of Section 3.3, some applications of the duality are possible. In this
section, we apply the results of Section 3.1 to show that credit-based flow control can sup-
port control segments with intermediate nodes and also that it is not necessary to maintain
separate queues for each connection.

4.1  Control segments with Intermediate Nodes

A claimed advantage of rate-based flow control over credit-based flow control is that con-
trol segments may consist of many nodes. Much of the discussion about rate-based pro-
posals has tended to emphasize an end-to-end philosophy in which each connection has
exactly one control segment beginning at the original source and ending at the final desti-
nation. By contrast, the credit-based flow control proposals have tended to emphasize a
link-by-link philosophy in which each physical link represents a separate control segment
for every connection that passes over it.

5. Note that this same kind of analysis was required in early versions of the credit-based proposal, in
which a node had to keep track of the number of credits sent back over the previousrtt seconds.

6. In the current rate-based proposal before the ATM Forum, (9) integrates to the constant1 / RDF.

f R γ,( ) td
tk

∞
∫



On the Duality of Rate-based and Credit-based Flow Control

TR 95-03 11 January 30, 1995

We will use the duality to show that the same end-to-end control is possible in both rate-
based and credit-based networks, with essentially the same behavior.  Consider the con-

nectionABDE illustrated in Figure 3, and assume that this connection has a single control
segment extending fromA to E. In a rate-based system, the sourceA would send anRM
cell periodically in the forward direction. This would pass throughB and D, and would be
turned around byE, then follow the same path in the backward direction.A indicates the
desired rate of transmission in the forwardRM cell, thenE sets the explicit rate field to a
rate that it is willing to accept. BothB andD can reduce this rate by updating anRM cell in
the backward direction. For example, suppose thatB needs to divide the bandwidth of the
link B—D “fairly” among itsn incoming connections. It might update the explicit rate
field of the backwardRM cells ofABDE to a value of1/n of the link bandwidth. As con-
nections come and go, it could adjust this rate accordingly.

Note that according to Equation 8,B needs at least

R * rttA–B + γ

cells of buffer space in order to support rateR for the connectionABDE, whererttA–B is
the round trip time of a signal betweenA andB. Without this much buffer space, a sudden
burst of high priority traffic on one of the other connections sharing the linkB—D could
causeABDE to overrun the available buffer space beforeA receives anRM cell telling it to
slow down or stop.

Now let us apply the duality between rate and credit to see how a credit-based flow control
would work in the same situation. For simplicity, assume the hybrid flow control method
of Section 2.4. After eachγ cells transmitted,A inserts anRM cell into the stream with a
serial number field identifying the serial number of the next cell to be transmitted. This
RMcell passes “in band” throughB andD. That is, it is buffered, queued, and transmitted
in the forward direction, just as if it were an ordinary data cell. When it arrives atE, the
latter replaces the serial number with a credit limit indicating the highest serial numbered
cell thatE is willing to receive, then returns it to the source.

AlthoughB andD are only intermediate nodes in the control segment, they must still
maintain enough buffer space to support this and all other connections — in fact, at least
as much buffer space per connection as specified by Equation 8. When anRM cell passes

Figure 2. End-to-End Control Segment.
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by in the backward direction,B or D adjusts the credit limit downward if necessary to
reflect the amount of buffer space actually available in each. For example, supposeB has
allocatedBABDE cells of buffer to connectionABDE. When a credit cell arrives from
downstream at timet0, B must reduce the credit limit to no more than

n0 + BABDE (10)

cells, wheren0 is the number of cells thatB has already forwarded from this connection.7

As a result, a sudden burst of high priority traffic on some other connection sharingB—D
may cause cells ofABDE to accumulate and be delayed atB, but (10) guarantees that there
will be no buffer overflow.

4.2  Independence of Flow Control and Scheduling

Note that there is nothing in the previous section that requiresB or D to be virtual sources
and virtual destinations. BecauseB andD only reduce credits received from downstream,
any cell received from the source is automatically eligible to be forwarded. Thus, there is
no need for them to have the capability to dispatch cells of one connection while holding
back the cells of another. In other words, this form of credit-based flow control imposes no
need for separate queues for each connection. This is very different from most of the pro-
posals for a credit-based flow control standard. It is significant because the cost of these
separate queues is one of the principal arguments against credit-based flow control.

For example, suppose thatB maintains a single queue for all arriving cells, sorted only by
priority level. That is, cells of high priority connections are transmitted before cells of
lower priority connections, but cells of different connections with the same priority level
are commingled in the same queue and transmitted in FIFO order. In a rate-based network,
B must keep track of comings and goings of cells of each connection so that it can adjust
explicit rates, but this does not affect the actual scheduling of cells for transmission. By
the duality, a credit-basedB needs only keep track of the comings and goings of the cells
of each connection so that it is aware of how much of its buffer space is occupied or com-
mitted to each connection. In fact, it appears that the complexity of the bookkeeping
required by the rate- and credit-based systems is approximately the same.

The queuing and transmission of data andRM cells in the forward direction is a com-
pletely independent activity. Any scheduling algorithm suitable atB for a rate-based net-
work is also suitable for a credit-based network. To the degree that flow control can be
used to indirectly influence the scheduling by influencing rates of transmission at the
sources, it can be applied equally in both kinds of networks. For example, suppose thatB
needs to divide the bandwidth of the linkB—D “fairly” among itsn incoming connec-
tions. In a rate-based system, it would calculate an aggregate bandwidth for all ABR con-
nections on that link. Then, it would apportion this bandwidth equitably among the
connections by setting explicit rates in theirRM cells. Connections transmitting faster than
their fair share would be forced to slow down, while slower connections would be allowed

7. The only constraint is thatB must be careful not to starve the source by reducing the credit limit so
much that no futureRM cells can get through to stimulate the transmission of more credits.
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to speed up. In a credit-based system,B would apportion the total buffer space, instead.
Faster connections would be slowed down by reduced buffer space, while slower connec-
tions could transmit faster.

4.3  Long Control Segments

Note that rate- and credit-based networks both suffer an identical limitation of multi-hop
control segments such as the one illustrated in Figure 3. Suppose that nodeB wishes to
allocate linkB—C “fairly” amongn ABR connections, and suppose that nodeC wishes to
allocate linkC—D “fairly” amongm ABR connections. In a rate-based network,C
reduces the explicit rate of backwardRM cells of connectionABCDE to a maximum of

1/m * RCD

andB reduces this field further to a maximum of

1/n * RBC.

Both nodes do the same for all other connections on their respective links. If

1/n * RBC < 1/m * RCD, (11)

then the bandwidth of linkC—D is underutilized. This is because connection ABCDE
cannot keep up with the rate allocated to it byC, and the others were already slowed down
by C so they cannot take advantage of the surplus.

The same happens in a credit-based network.B partitions its available buffer space so that
ABCDE gets1/n-th of it, andC partitions its available buffer space by1/m-th. If buffer
space atC is limited, then the other connections onC—D have their rates restricted, while
ABCDE cannot take advantage of either its buffer space or the share of bandwidth that this
implies.

Note that it does not help to modify the rate-based flow control algorithm to allow inter-
mediate nodes to reduce the desired rate field in a forwardRM cells so that downstream
nodes could know that a connection could not use its full “share.” If this were the case and
if inequality (11) were reversed in our example, then linkB—C would be underutilized,
instead. Similarly, in credit-based networks, it does not help to overallocate buffer space,

Figure 3. Multi-hop connection.
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thereby transferring the underutilization from an expensive resource (long distance link
bandwidth) to a cheap resource (buffer memory). While this actually lets the connections
find their own level, it also reduces the “fairness” of the bandwidth allocation, thereby
defeating the original objective.

In general, the solution to this problem requires some sort of feedback loop among the
nodes involved. There are many possible approaches, all involving additional complexity
and all beyond the scope of this paper. For example, using intelligent marking inRM cells
[Siu95], rates will, in favorable circumstances, converge to equitable levels. However, this
is a complex control problem that can have many instabilities in different situations.
Another approach is to partition the network into separate control loops and to implement
the “fairness” in the scheduling of connections from their own queues. This is the implicit
approach in the credit-based proposals of Kung and others. In actual practice, a lot of
experimentation and operational experience is needed before a suitable solution emerges.

5.0  Limitations of the Duality

If the duality were perfect, then every behavior in one form of flow control would have an
identically behaving counterpart in the other. However, this is not the case. In their present
form, the rate-based and credit-based methods of flow control do produce different behav-
ior in some circumstances. In this section, we look at three of these.

5.1  Very Low Data Rates

It was observed in Footnote 4 that it is not practical to use credit-based flow control to
achieve very low data rates. For any value ofγ, the lowest average rate that the network
can promise for a connection isγ / rtt. Even withγ = 1, this means that the slowest connec-
tion can go as fast as1 / rtt in the absence of other limiting factors.

By contrast, explicit rates can be made extremely small and are limited only by the resolu-
tion of the rate fields inRM cells. This means, for example, that it is possible to allocate
the bandwidth of a very short, fast link “fairly” among very many connections in a rate-
based network in the style of Figure 2 but not in a credit-based network. I.e., the duality
breaks down because of the difference in resolution of the two control methods.

5.2  Self-limiting Connections

A credit-based network has the advantage of being “self-limiting.” That is, in the absence
of positive feedback, a source is guaranteed to stop transmitting before it overruns the
buffers of the destination. In rate-based networks, a source slows down gradually in the
hope that there really are enough buffers to absorb all of the cells that it can transmit
before stopping.

In some cases, however, it is possible to set the parameters of a rate-based connection to
more closely approximate the behavior of a credit-based network. Let



On the Duality of Rate-based and Credit-based Flow Control

TR 95-03 15 January 30, 1995

° the parameterRDF in Equation 1 be equal to1,

° MCR, the minimum cell rate, be equal to0, and

° AIR, the additive increase parameter, be equal toPCR, the peak cell rate of the con-
nection.

Then when the source receives anRM cell from downstream, it immediately increases its
rate to the smaller ofPCR and the explicit rate in theRM cell. If γ is the interval (in cells)
between consecutiveRM cells, the source will transmitγ data cells and stop. Later, when
anotherRM cell arrives, it will start up again and repeat the process. By this means, we
can achieve an average data rate ofγ / rtt cells per second while at the same time provide a
self-limiting behavior similar to that of a credit-based network.

The problem is that this does not deliver very much bandwidth to the connection for large
values ofrtt — i.e., whereγ / rtt is much smaller thanPCR. It also does not help to add
more buffer space at the destination, as it would in a credit-based network. Thus, again the
duality breaks down.

5.3  Very Small Buffers and Open Loop Control

The analysis of Section 3.2 shows that, in general, it is necessary to allocate

B(t0) = R(t0) * rtt + γ

cells of buffer for each connection in a network with rate-based flow control in order to
avoid cell loss due to transients in the rate of forwarding or consuming cells. Thus the
aggregate buffer requirement for a physical link is of the order of

Rlink * rtt

cells. This can be very large; for example, on transcontinental links withrtt values of the
order of 50 milliseconds and link bandwidths of 2.4 gigabits/second, the number of buff-
ers would be nearly 300,000 cells. This is based on the assumption that the flow control
must accommodate the most extreme transients.

An alternative is to avoid the transients themselves. For example, Figure 4 illustrates a
number of ABR connections originating in the same local area network and competing for
the bandwidth of a long distance link. These ABR connections would be flow controlled
across relatively short control segmentsA1–B, ...A5–B. Thus the buffer space required at
B would be relatively small. The control segment fromB to C is, by contrast, very long.
However, if the switch atC can be assured that there are no impediments to the flow of
any connectionaway from C, then it does not have to maintain large buffers to protect
itself from transients. I.e., if the control segmentsC–D1, ..., C–D5 can each guarantee that
the data of their connections will move away at some minimum cell rate, then there is no
danger that the buffers ofC will overflow. In effect, the linkB—C can operate almost in
open loop mode, without much flow control at all, andC can operate with at most a few
hundred cells of buffer.
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This is typical of a telecommunications network. Many ABR connections may compete
for the same bandwidth resource and would be subject to tight flow control over the local
loop. But the destinations are required to consume cells as fast as the network will deliver
them (or suffer the consequences). In this case, a rate-based method is appropriate, not for
the cell-by-cell flow control in a high transient situation, but for long term, gradual adjust-
ments of rates at granularities of seconds, minutes, or longer.

There does not appear to be a comparable way for a credit-based system as described in
Section 2.2 to provide a similar kind of control for the linkB—C. As a consequence of
Equation 4, anecessary condition for maintaining the link data rate in a credit-based net-
work is a minimum buffer space of the order of

.

This is an enormous number of cells, and there does not seem to be any kind of open-loop
control method in the credit-based network that gets around the requirement. Thus, the
duality does not apply to the open-loop situation.8

6.0  Comments and Conclusions

The assumptions leading to the duality hypothesis of this paper are predicated on the need
to address extreme transients in the available bit rate. This is exactly the problem that
credit-based flow control is meant to solve. A reasonable question is, however, how realis-
tic are such transients and whether or not they can be ignored in practical networks.

Simulations have shown that with appropriate parameters, rate-based flow control in a
local area network with very smallrtt values can adjust to transients in a few tens of milli-
seconds [Barnhart94a, Siu95]. This seems to be enough for typical office networks in
which the distributed computing is user initiated. Indeed, the time and overhead necessary

8. The response by advocates of credit-based networks to this situation is to “tunnel” credits through the
long distance link. That is, a credit limit will be transmitted from some node nearDi back to some node
nearAi, independent of any flow control on the linkB—D. It becomes the responsibility of the down-
stream node to deal with its own transients,not the network’s responsibility.

Figure 4. Local connections to Long Distance Link
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to set up a new connection for, say, file transfer, is likely to be in the hundreds of millisec-
onds — i.e., far longer than the time needed for the rest of the ABR connections to adjust
their rates to a “fair” level. More generally, although much of the ABR traffic is believed
to be of a self-similar nature [Leland94] so that bursts in traffic cannot be smoothed by sta-
tistical multiplexing, nevertheless a credible argument can be made that a rate-based net-
work could respond to bursts faster than they occur in real networks.

However, the reason we are interested in ATM networks is to support a broader class of
applications in one network. In our environment, extreme transients are the rule rather
than the exception. In an example application, typical of the control of a power plant or
waste water treatment plant, a distributed, reflective shared memory is updated among all
of the real-time computers of the plant at intervals of one-half millisecond. This means
bursts of several hundred high priority data cells, each burst of which consumes a substan-
tial part of the link bandwidth for its duration. Longer bursts of medium priority data cells
occur at intervals of a few milliseconds. These demand response times from ABR traffic
that are much faster than those needed in the typical office environment and much closer
to the assumptions of Section 3.2.

We have shown that, under these assumptions, there appears to be a kind of duality
between rate-based and credit-based flow control for ABR traffic. This duality is not per-
fect, but within limits it is possible to map the behavior of a network using one kind of
flow control to similar behavior in a network using the other. We have used the duality to
show that credit-based flow control does not have to be applied on a link-by-link basis
with separate queues for each connection. We have also showed that the complexity of
allocating bandwidth fairly in multi-hop control segments is essentially the same in rate-
based or credit-based networks. The duality breaks down when the parameters approach
the limits of resolution of the control, but in opposite directions. Credit-based flow control
is not particularly good at restricting the rates of connections to very small values, and
rate-based flow control is not particularly good at responding to transients at high peak
rates. In addition, rate-based flow control can be used open-loop situations (or situations
with very, very long time constants) with very small buffers, whereas credit-based flow
control requires far more.

The purpose of this discussion is to stimulate thinking in a different way from that pre-
vailed in the rateversus credit debates of the ATM Forum. We have not captured full com-
plexity or implications of either approach, but this should serve as a starting point for
further analysis.
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