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1 Introduction

The Fiber Distributed Data Interface (FDDI) is a proposed ANSI standard for a 100 Mbps
token ring network using a �ber-optic medium [1, 2, 3, 4]. Thanks to its high transmission
speed, the FDDI alleviates the bandwidth saturation problem of the current 10 Mbps Ethernet
and the 4 or 16 Mbps IEEE 802.5 Token Rings. The synchronous transmission capacity of the
FDDI also makes it ideal for real-time applications like digital video/audio transmissions.

However, before using the FDDI e�ectively for real-time applications, one must develop a
synchronous bandwidth allocation (SBA) scheme which determines how much of synchronous
bandwidth should be allocated for each application. Assigning an application too much band-
width reduces the network's ability of supporting other real-time tra�c, and assigning too little
may not satisfy the real-time requirements of the application.

FDDI networks guarantee a bounded access delay and a minimum average bandwidth for
synchronous tra�c. Speci�cally, if the target token rotation time of an FDDI network is set to
TTRT and the high-priority token holding time of node i is hi, then the time node i needs to wait
for a chance to transmit its synchronous packets is bounded by 2�TTRT , and on the average,
it is guaranteed to have a bandwidth of hi=TTRT � 100 Mbps to transmit its synchronous
packets. These two properties make FDDI networks capable of supporting synchronous tra�c,
but they do not directly yield an SBA scheme.

Allocating an average synchronous bandwidth (i.e., hi=TTRT � 100 Mbps) equal to the
average signal rate is obviously not enough since the peak tra�c rate could be much higher
than the average tra�c rate. A more serious problem is that allocation of a synchronous
bandwidth equal to the peak signal rate is still not enough as discussed below. Note that for
most real-time applications, each critical message is required to be delivered to its destination
within a pre-speci�ed delay bound. Consider real-time video transmissions as an example.
Suppose node i wants to establish a real-time video channel with the following features:

� The source of the channel generates a video frame every T units of time. For full motion
video, T = 33ms.

� The time needed to transmit a maximum-size video frame at a 100 Mbps transmission
rate is Cmax.

� For a smooth real-time video at the destination, each frame is required to be delivered to
the destination within d units of time after its generation.

Based on the well-known fact about the worst-case token rotation time of the FDDI, the
target token rotation time (TTRT) must be set to no larger than d=2 in order to satisfy the
frame-delay requirement. Suppose TTRT is set to d=2. Assigning a synchronous bandwidth
equal to the peak signal rate means hi=TTRT = Cmax=T , thus resulting in hi = Cmaxd=(2T ).
Then, for applications which require d < 2T , we get hi < Cmax. From the MAC protocol of the
FDDI, hi is the maximum time node i is allowed to have for transmitting synchronous packets
once it gets the token. Thus, hi < Cmax implies that a maximum-size video frame would take
more than one token's visit to get transmitted. If the TTRT is set to d=2, the token rotation
time could be as large as d, so a maximum-size frame would not be transmitted within a delay
bound d in the worst-case.

One would then raise a question: \if allocation of a synchronous bandwidth equal to the
peak tra�c rate still cannot satisfy the requested delay bound, how much of synchronous
bandwidth should we allocate for a given application? " The station management standard
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SMT 7.2 of the FDDI describes a synchronous bandwidth allocation (SBA) protocol [4], which
speci�es how synchronous bandwidth is allocated to a node, but it does not indicate how much
of synchronous bandwidth needs to be assigned for a speci�c application. Clearly, the FDDI's
capacity of supporting synchronous tra�c cannot be e�ectively used without a proper SBA
scheme.

Agrawal et al. [5] proposed a normalized proportional SBA scheme which has the following
features and/or problems.

1. The scheme can be used for applications where the requested message-delay bound d
always equals the message generation period T . In other words, each synchronous message
is required to be delivered to its destination before the generation of the next message.

2. Using this scheme, an FDDI network is proven to be able to support any set of syn-
chronous channels with a total peak signal rate less than 33% of the ring bandwidth.
This percentage was claimed to be the highest to date.

3. This scheme is not optimal in the sense that a set of synchronous channels which cannot
be established with the normalized proportional SBA scheme may be established with
some other scheme.

4. It is a global SBA scheme in that the allocation/deallocation of synchronous bandwidth
to a node would require to change the synchronous bandwidths previously assigned to all
other nodes.

The requirement of d = T limits the type of applications that can be supported and the
non-optimality of the scheme does not fully utilize the network's ability of accommodating
synchronous tra�c. Use of a global SBA scheme also complicates the SBA protocol, making it
di�cult to implement.

As an improvement of the scheme in [5], Chen et al. proposed an optimal SBA scheme in
a recent paper [6]. However, it still su�ers the limitation of d = T and is a global scheme.
Besides, it uses an iterative algorithm for the calculation of the optimal bandwidths which may,
in theory, need an in�nite number of steps to converge.

In this paper we propose an SBA scheme which does not require d = T and is optimal
when d � T + TTRT . The calculation of the optimal bandwidths can be done in just one
step. Further, allocation/deallocation of synchronous bandwidth to one node does not require
to change the synchronous bandwidths assigned to other nodes, thus making the SBA protocol
easy to implement.

This paper is organized as follows. Section 2 reviews the MAC protocol of the FDDI and
its relevant properties. A new SBA scheme is proposed in Section 3 and analyzed in Section
4. The paper concludes with Section 5. Due to space limit, proofs of some results are omitted.
Readers are referred to [7] for more details.

2 Preliminaries

For convenience of discussion, we review the FDDI's MAC protocol and some of its properties
in this section. The FDDI's MAC protocol [3] is summarized below.

Protocol 2.1 .
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P1: Suppose there are N active nodes in a ring which are numbered from 0 to N � 1. As
part of the FDDI ring initialization process, each node declares a Target Token Rotation
Time (TTRT). The smallest among them is selected as the ring's TTRT. Each node
which supports synchronous tra�c is then assigned a portion of the TTRT to transmit
its synchronous packets. Let hi, called the high-priority token holding time, denote the
portion of TTRT that node i is assigned to transmit its synchronous packets.

P2: Each node has two internal timers: the token{rotation{timer (TRT) and the token{
holding{timer (THT). The TRT always counts up and a node's THT counts up only
when the node is transmitting asynchronous packets. If a node's TRT reaches the TTRT
before the token arrives at the node, the TRT is reset to 0 and the token is marked as
late by incrementing the node's late count Lc by one. To initialize the timers at di�erent
nodes, no packets are allowed to be transmitted during the �rst token rotation after the
ring initialization and Lc's are set to 0.

P3: Only the node that has the token is eligible to transmit packets. The packet-transmission
time is controlled by the node's timers, but an in-progress packet transmission will not be
interrupted until its completion. When node i receives the token, it does the following:

P3.1: If Lc > 0, set Lc := Lc� 1 and THT := TTRT . Otherwise, set THT := TRT and
TRT := 0.

P3.2: If node i has synchronous packets to transmit, it transmits them for a time period
up to hi or until all the synchronous packets are transmitted, whichever occurs �rst.

P3.3: If node i has asynchronous packets to transmit, it transmits them until the THT
counts up to the TTRT or all of its asynchronous packets are transmitted, whichever
occurs �rst.

P3.4: Node i passes the token to the next node (i+ 1) mod N .

Let Tring denote a ring's latency which is the time needed to circulate the token around
the ring once without transmitting any packet, and Tp denote the time needed to transmit a
maximum-size asynchronous packet. Then, the parameters of the FDDI's MAC protocol must
satisfy the following protocol constraint:

N�1X
i=0

hi � TTRT � Tring � Tp: (1)

The physical meaning of the above inequality is that the summation of the assigned syn-
chronous bandwidths over the nodes in the network should not exceed the e�ective ring band-
width. Violation of this constraint would make the ring unstable and oscillate between \claim-
ing" and \operational" [4]. Under this protocol constraint, a well{known fact about the FDDI
is that the worst-case token rotation time is bounded by 2 � TTRT , and the average token
rotation time is bounded by TTRT [8]. A more general result was obtained by Agrawal et al.
in a recent paper [5] as stated below.

Lemma 2.1 .
Under the protocol constraint (1), the time elapsed between any n consecutive token's visits to
a node i is bounded by n � TTRT � hi.
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Once node i gets the token, it is given up to hi units of time to transmit its synchronous
packets. The following lemma gives a lower bound of time that node i is allowed to transmit
its synchronous packets during a time period t [5].

Lemma 2.2 .
Under the protocol constraint (1) of the FDDI, node i has at least bt=TTRT � 1c � hi units of
time to transmit its synchronous packets during a time period t. This lower bound is reached
when dt=TTRT � 1e � TTRT � t � hi.

Lemmas 2.1 and 2.2 are the best published synchronous properties of the FDDI to date.
We will improve Lemma 2.2 and derive a new SBA scheme in the next section.

3 A New SBA Scheme

As discussed in the Introduction, an important feature of real-time communication is that each
message must be delivered to its destination within a pre-speci�ed delay bound. Due to the
limited network transmission bandwidth, this requirement cannot be satis�ed without some
information on message generation characteristics.

We use two parameters, T and C, to describe a message generation pattern, where T is
the minimum message inter-generation time and C is the maximum message-transmission time
(i.e., the time needed to transmit a maximum-size message). It is reasonable to assume prior
knowledge of these parameters for many real-time applications, such as interactive voice/video
transmission and real-time control/monitoring. For applications where the tra�c pattern is
less predictable, the estimated values of T and C could be used. A source node may exceed
its pre-speci�ed maximum message size and/or message generation rate at the risk that these
messages may not be delivered within the pre-speci�ed delay bound, but this particular node
will not a�ect the guarantees of other applications.

Together with the requested message-delivery delay bound d and the address of the source
node S, we use the concept of a real-time channel [9] for real-time communication. A real-time
channel is described by a 4-tuple � = (T; C; d; s) and guarantees each message generated at the
source node s to be delivered sequentially to one or more destination nodes in a time period
� d, as long as the message inter-generation time is � T and the message transmission time is
� C.

A real-time channel is a convenient way to achieve real-time communication. Users can set
up channels with adequate bandwidths and delay bounds for their applications. This is in sharp
contrast to the conventional circuit-switched transmission where users have few choices on the
bandwidth and quality of the circuits. We will in this paper deal with the implementation of
real-time channels in FDDI networks only. Readers are referred to [9, 10, 11, 12, 13, 14] for
discussions on real-time channels in point{to{point networks.

A set of real-time channels is said to be establishable over an FDDI network if the requested
message-delivery delay bound of each channel can be guaranteed by properly setting the param-
eters of the FDDI's MAC protocol. From Protocol 2.1, the user-adjustable parameters are the
TTRT and the high-priority token holding time hi's. The TTRT is usually set at the network
initialization time and does not change frequently. It determines the minimum message-delay
bound, dmin = 2� TTRT , that the network can guarantee. Any channel request with a delay
bound smaller than dmin will be rejected. With a given TTRT, the synchronous bandwidth
allocated to node i is determined by the value of hi. Thus, an SBA scheme determines the
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Figure 1: Worst-case synchronous transmission time �(t).

values of hi's to accommodate real-time channels. An SBA scheme is said to be feasible with
respect to a set of real-time channels if it can guarantee the requested delay bounds of all the
channels. An SBA scheme is said to be optimal if it is always feasible whenever there exists
a feasible SBA scheme. The advantage of an optimal SBA scheme is the full-utilization of
the FDDI's synchronous transmission capacity since a set of real-time channels rejected by an
optimal SBA scheme cannot be established with any other SBA schemes.

We derive in this section the conditions for establishing real-time channels over an FDDI net-
work. From these conditions, a new SBA scheme will be developed which has many advantages
over the SBA schemes of [5, 6].

Let �(t) denote the time that a node in the worst-case is allowed to transmit its synchronous
packets during a time period t. Lemma 2.2 gives a lower bound of �(t) for node i. We improve
Lemma 2.2 by calculating the exact value of �(t) as follows.

Lemma 3.1 .
Under the protocol constraint (1) of the FDDI, node i in the worst-case has

�(t) = bt=TTRT � 1chi + �(t)

units of time to transmit its synchronous packets during a time period t, where �(t) is calculated
as �(t) = 0 if dt=TTRT eTTRT � t � hi or t � TTRT , and �(t) = t� (dt=TTRTeTTRT � hi)
otherwise.

Proof: �(t) is plotted in Fig. 1. Its correctness can be seen from Lemma 2.1. In the worst-
case, node i would �rst wait 2 � TTRT � hi units of time to get the token. Once it gets the
token, it has hi units of time to transmit its synchronous packets. This proves the correctness
of �(t) for t � 2� TTRT . From Lemma 2.1, the following worst-case token inter-arrival time
at node i would be TTRT . This proves the correctness of �(t) for t > 2TTRT .

Suppose no two real-time channels have the same source node and the synchronous trans-
mission time of a node is used for real-time channel messages only. Then from Lemma 3.1,
we have the following necessary and su�cient condition for the establishment of a real-time
channel over an FDDI network.
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Theorem 3.1 .
A real-time channel � = (T; C; d; s) can be established over an FDDI network under the protocol
constraint (1) if and only if

8t � 0; d(t� d)=Te+C � �(t); (2)

where �(t) is calculated from Lemma 3.1 with i = s, and dxe+ = n if n�1 � x < n, n = 1; 2; � � �,
and dxe+ = 0 for x < 0.

Proof of the necessary condition: Suppose node s does not have any message of channel � at
time t = 0. Then, 8t > 0 a necessary condition for no messages to miss their deadlines in [0; t] is
that the amount of time, �(t), needed to transmit all those messages generated during [0; t] by
channel � with deadlines � t is not greater than �(t), the time that node s in the worst-case is
allowed to transmit its synchronous packets. Since the minimal message inter-generation time
of channel � is T , there are at most d(t� d)=Te+ messages generated by channel � during [0; t]
with deadlines � t, which need at most d(t � d)=Te+C units of time to transmit. Thus, the
maximum value of �(t) is d(t� d)=Te+C. This proves the necessary condition.

Proof of the su�cient condition: We prove this by contradiction. Suppose a message misses
its deadline at time t1, meaning that at least one message with deadline � t1 has not been
transmitted by t1. Then there must exist t0 < t1 such that during the time period [t0; t1], node
i uses all of its allowed synchronous transmission time for channel � 's packets. Let t0 be the
smallest such t0, then there are no messages with deadlines � t1 queued at the link at time t�0 .
Thus, in the time period [t0; t1], node i uses all its synchronous transmission time transmitting
only those packets of channel � which are generated during [t0; t1] with deadlines � t1. Based
on the same reasoning as the proof of the necessary condition, the maximum amount of time
needed to transmit these messages is �(t1 � t0) =

Pn

i=1d(t1 � t0 � d)=Te+C. Since one message
misses its deadline at t1, this �(t1 � t0) must be larger than �(t1 � t0), that is,

d(t1 � t0 � d)=Te+C > �(t1 � t0):

By letting t = t1 � t0, the above inequality contradicts the condition that 8t � 0; d(t �
d)=Te+C � �(t).

Since the left-hand side of Eq. (2) changes only at points t = di + kT with the value
d((di + kT )� di)=Te

+C = (k + 1)C, we have the following corollary from Theorem 3.1.

Corollary 3.1 .
A real-time channel � = (T; C; d; s) can be established over an FDDI ring under the protocol
constraint (1) if and only if hs is set such that

hs � �sC (3)

where �s = maxf(k+ 1)=(�(d+ kT )=hs) : k = 0; 1; � � � g.

Then, we have the following SBA scheme for the establishment of a real-time channel.

Algorithm 3.1 .
Suppose n�1 real-time channels �i = (Ti; Ci; di; si), i = 1; � � � ; n�1 have already been established
over an FDDI ring. Then a new channel �n = (Tn; Cn; dn; sn) can be established with the
following steps.
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Step 1: Calculate �n from Corollary 3.1 and hsn = �nCn.

Step 2: If the protocol constraint (1) is satis�ed, set the high-priority token holding time of
sn to be hsn and establish channel �n. Otherwise, the channel establishment request is
rejected.

Algorithm 3.1 gives an optimal SBA scheme since it uses the su�cient and necessary channel
establishment condition of Corollary 3.1. In other words, if a real-time channel cannot be
established with Algorithm 3.1, so cannot with any other SBA schemes. However, one problem
with Algorithm 3.1 is the calculation of �n. The de�nition of �n in Corollary 3.1 is not given
in closed-form. Thus, we need the following theorem for the calculation of �n.

Theorem 3.2 .
Let x = dn=TTRT � 1 and y = Tn=TTRT . Then,

�n =

(
1=bxc if y � bxc � 1
1=y if y � 1 and x � 2

and

�n �

(
1 + (2� x)=y if y � 1 and 1 � x < 2
1=byc if 1 < y < bxc:

The values of �n in di�erent regions of the x{y plane are plotted in Fig. 2. We need not
consider the case of x � 1 since it means dn < 2 � TTRT = dmin and the channel cannot be
established. In most cases, the inequality dn � Tn + TTRT is satis�ed, meaning that y > bxc.
So, the exact value �n = 1=bxc = 1=bdn=TTRT � 1c can be obtained and an optimal SBA
scheme is realized via Algorithm 3.1. For regions on the x{y plane where the exact value of
�n cannot be obtained, one can use an upper bound of �n instead, with little loss of accuracy,
because the di�erence between the upper bound and the actual value of �n is always smaller
than 1.

As an application example of Algorithm 3.1, we calculate the synchronous bandwidth needed
for establishing a video channel in an FDDI network. Suppose the video frame inter-generation
period T = 32 ms, the frame-transmission time is C ms, and the requested frame delay bound
d = �T . Also suppose the network's TTRT is set to a typical value TTRT = 8 ms.

Since d must be no smaller than 2� TTRT , the above video channel cannot be established
if � < 1=2. For � � 1=2, � is calculated from Theorem 3.2:

� =

(
1=b4�� 1c if 1=2 � � < 5=4
1=4 if � � 5=4

Then, using Algorithm 3.1, the high-priority token holding time at the source node s of
the video channel should be set to hs := �C, and the video channel can be established if the
protocol constraint (1) is satis�ed.

As discussed in Section 1, the synchronous bandwidth assigned to the video channel equals
Bc = (hs=TTRT ) � 100 Mbps. After normalizing with the signal rate of the channel Bs =
(C=T )� 100 Mbps, we have

Bc=Bs =

(
4=b4�� 1c if 1=2 � � < 5=4
1 if � � 5=4:
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Figure 2: Calculation of �n.

From this result, one can see that the video channel needs four times as much synchronous
bandwidth as its signal bandwidth in order to guarantee a frame delay bound d = T=2 = 16
ms. However, if the delay bound can be relaxed to d = 5T=4 = 40 ms, we need only the signal
bandwidth to establish the channel. Further increasing of d will not help reduce the required
bandwidth since the assigned synchronous bandwidth must be at least as large as the signal
bandwidth.

From the above example, we can also see that the requested frame-delay bound has a
signi�cant impact on the amount of synchronous bandwidth needed to establish a video channel.
Users should try their best to avoid using small delay bounds. However, this is not always
possible for interactive video applications and/or in cases where video frames have to traverse
several LANs to reach their destinations.

Compared with the SBA schemes of [5] and [6], Algorithm 3.1 has the following advantages.

Generality: The SBA schemes of [5, 6] can establish real-time channels with d = T only, while
Algorithm 3.1 can establish channels of arbitrary parameters, i.e., d � T or d > T . This
extension is very important in practice since for many applications, especially those in
real-time control/monitoring systems, the required delay bound d is usually smaller than
the message inter-generation period T . Real-time channels with d > T are also useful for
multimedia applications. Thus restricting d = T would greatly limit a network's ability
and e�ectiveness of supporting real-time communications.
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Optimality: The SBA scheme of [5] is not optimal, even under the restrictive assumption
d = T . Thus a real-time channel establishment request may be rejected even if it can be
established using another scheme. The SBA scheme of [6] is optimal under the restrictive
assumption of d = T and requires complex computations. By contrast, Algorithm 3.1 is
optimal for d � T + TTRT (which subsumes the special case d = T of [5, 6]) as well as
for some other cases when the exact value of �n can be calculated (see Algorithm 3.2),
because it is based on the necessary and su�cient conditions of Theorem 3.1, and the
computation of the optimal bandwidths is simple and straightforward. Rejection of a
channel establishment request by Algorithm 3.1 means the violation of the necessary
conditions, implying that the channel cannot be established with any other scheme.

Simplicity: The SBA schemes of [5, 6] are global schemes in the sense that the addition/removal
of a channel or change of the parameters of a channel would require adjustment of the
high-priority token holding times of all nodes in the network. This requires a complex
SBA protocol. By contrast, Algorithm 3.1 needs only local parameter adjustment, thereby
making it far easier to implement than those in [5, 6].

Algorithm 3.1 can also be used for real-time channels with a common source node. Specif-
ically, if two channels �1 and �2 have the same source node s, and �1 requires hs = t1 and �2
requires hs = t2. Then setting hs := t1 + t2 will satisfy the requirements of both channels
provided there is a mechanism at the source node to regulate the transmission times of the
packets of �1 and �2 so as not to exceed t1 and t2 during each token's visit, respectively.

4 Analysis

In this section, we analyze the SBA scheme derived in the last section. Speci�cally, we want to
calculate:

1. At least how much of synchronous tra�c can be supported in an FDDI network using the
proposed SBA scheme?

2. At most how much of synchronous tra�c can be supported in an FDDI network using
the proposed SBA scheme?

The answer to the �rst question gives a \safe" region of the FDDI's synchronous capacity.
The network is guaranteed to support any synchronous tra�c within this region. The answer
to the second question gives an upper bound of the synchronous tra�c that a network can
accommodate with the proposed SBA scheme. Since this SBA scheme is optimal in most cases,
answers to the above two questions give a useful measure of the FDDI's ability of accommo-
dating synchronous tra�c.

We now state the above questions more precisely as follows. Given a set of real-time channels
�i = (Ti; Ci; di; si), i = 1; � � � ; n, the network utilization by these channels is de�ned as U =Pn

i=1Ci=Ti. Uw is said to be the worst-case achievable utilization of a network if it is the largest
value such that the network can accommodate every set of real-time channels with utilization
� Uw. The best-case achievable utilization Ub is de�ned as the highest utilization of a set of
real-time channels that a network can support. Our problem is then to calculate Uw and Ub of
an FDDI network using the SBA scheme given by Algorithm 3.1.

The following theorem calculates Uw.
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Theorem 4.1 .
Let � = minfdi=Ti : i = 1; � � � ; ng. Under the condition that 2 � TTRT � di � Ti + TTRT
and ignoring Tring and Tp, the worst-case achievable utilization of an FDDI network using the
proposed SBA scheme is Uw = �=3.

Since under the condition that di � Ti + TTRT the proposed SBA scheme is optimal, the
Uw given in Theorem 4.1 is the worst-case achievable utilization of an FDDI network. In other
words, no other SBA scheme can guarantee the establishment of a set of real-time channels
with utilization > Uw = �=3. Agrawal et al. [5] proved that their normalized proportional SBA
scheme has a worst-case achievable utilization of 33% when di = Ti. Thus, their scheme, albeit
not optimal, reaches the highest worst-case achievable utilization when di = Ti.

Since increasing di will not a�ect the establishment of a real-time channel, an FDDI network
guarantees the successful establishment of any set of real-time channels with utilization < 33%
for di � Ti. Uw decreases linearly with the decrease of � < 1. This means that the smaller the
requested delay bounds, the more di�cult to establish the real-time channels.

The following theorem calculates Ub.

Theorem 4.2 .
Under the condition that 2 � TTRT � di � Ti + TTRT and ignoring Tring and Tp, the
best-case achievable utilization of an FDDI network using the proposed SBA scheme is Ub =
maxfbdi=TTRT � 1c=(Ti=TTRT ) : i = 1; � � � ; ng.

To see how restrictive Ub is, let us consider a special case when all channels are identical with
di = Ti = T; i = 1; � � � ; n and TTRT = T=2. Then, fromTheorem 4.2, we get Ub = 1=2, meaning
that in this case an FDDI network can use at most one half of its transmission bandwidth for
real-time channels.

From Theorems 4.1 and 4.2, one can see that the FDDI's MAC protocol is not very e�-
cient in supporting real-time communication. The readers are referred to [15, 7] for a simple
modi�cation to the MAC protocol which can signi�cantly improve FDDI's ability of supporting
real-time tra�c.

5 Conclusion

This paper addresses the problem of allocating synchronous bandwidths in FDDI networks.
We developed a general, optimal, and simple SBA scheme that can support a large variety
of real-time applications, can fully utilize the network-transmission bandwidth, and is easy to
implement. We also analyzed the FDDI's capacity of supporting synchronous tra�c using the
proposed SBA scheme.
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