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Abstract
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input at a high rate and vector operations on the real-time data. The proposed methodology
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is suitable for the target class of real-time applications. Its most distinguished feature is in the
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functional modules interconnected through a switching network or multiple data buses that can
be logically reorganized for pipelined vector computations for real-time data. The computation
network is logically configured to form one or more arithmetic pipelines before vector operations
are initiated and remains unchanged during the vector operations.
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This chapter is an introduction, giving the background and motivation of the research work.
It also presents the organization of this thesis, which re
ects the way a real-time computing
system should be designed.

Real-Time Computing

Today, real-time applications are ubiquitous in our society. These applications include fac-
tory automation, process control, 
ight control, undersea exploration, space exploration,
robotics, medical image processing, transaction processing, telecommunications, �re control,
missile guidance, and so on. They are di�erent from other applications in that timing re-
quirements are a major factor in their tasks, since real-time tasks depend not only on value
but also on time. In other words, real-time tasks are required to produce correct results
in a timely manner. Some applications may cause serious damage if the required timing
constraints are missed. Timing requirements vary greatly depending on applications, while
some applications may specify the precise execution timing for each task, others may specify
only the average execution timing for a collection of tasks.

Signal processing is one of the large real-time application areas. It includes applications
in such �elds as speech, image, sonar, radar, robotics, and telecommunications, to name
a few. In a typical real-time signal processing application, real-time signals are collected
periodically and processed, probably through a variety of transformations (e.g., Fast Fourier
Transform or FFT). Some useful information is extracted from the original input signals and
then used to drive the other parts of the application system.

Transaction processing is another large area of real-time applications. It is quite di�erent
in nature from signal processing and very popular in business environments, where business
data processing systems have been used on-line for more than two decades. Airline reserva-
tion systems and banking systems are well-known examples. Such systems have a database,
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centralized or distributed, and perform update and retrieval operations on the database upon
request of users. In transaction processing applications, the average processing time, which
is what a user observes directly, is a major factor of design.

Although real-time applications have been prevailing in our society, real-time computing
itself has not been recognized as a scienti�c �eld. No �rm scienti�c base has been established
yet to handle timing requirements in a systematic manner in real-time computing. Because
of this lack of the scienti�c base, many real-time systems have been constructed in an ad hoc
manner, and most of them have been tailored to speci�c applications, showing in
exibility
for the other type of applications. This design tradition has not contributed much to the
accumulation of scienti�c knowledge on real-time computing, but has produced many mis-
conceptions about it, which in turn re
ect the current status of the �eld. J. A. Stankovic
has pointed out some of the prevalent misconceptions in [170], [171]:

(1) There is no science in real-time system design.
(2) Advances in supercomputer hardware will take care of real-time re-

quirements.
(3) Real-time computing is equivalent to fast computing.
(4) Real-time programming is assembly coding, priority interrupt program-

ming, and writing device drivers.
(5) Real-time systems research is performance engineering.
(6) The problems in real-time system design have all been solved in other

areas of computer science or operations research.
(7) It is not meaningful to talk about guaranteeing real-time performance

because we cannot guarantee that the hardware will not fail and the
software is bug-free or that the actual operating conditions will not
violate the speci�ed design limits.

(8) Real-time systems function in a static environment.

Stankovic argues against these widespread misconceptions and identi�es research issues
to establish a scienti�c base in the area of real-time computing in his papers [170], [171].

Advances in VLSI and Computing Technologies

Since the �rst integrated circuits appeared three decades ago, the circuit density (the number
of transistors fabricated on a unit area) has been dramatically increased on semiconductor
chips. J. D. Meindl expects the progress of the semiconductor technologies to continue in the
1990s, leading to the Giga-Scale Integration or GSI, which contains one billion transistors
on a chip [125]. Improvements have been, are, and will be, made in switching speed as well
as in circuit density, especially on silicon chips.
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Advances in VLSI technologies have been a major thrust for research and development of
advanced computing systems. Computing technologies have been improved to exploit the im-
provements in semiconductor technologies. The increase in switching speed of semiconductor
devices has contributed directly to the design of high-performance computing systems, which
in turn has made feasible many time-consuming computing tasks like large-scale simulations.
The increase in circuit density of semiconductor devices has dramatically reduced the size of
computing systems. The miniaturization of electronic components has reduced the cost of
computing systems to a great extent, turning computers into intellectual commodities. A.
Peled predicts that computers will become an intellectual utility, widely available, ultimately
as ubiquitous as the telephone set [150]. The decrease in the cost of computing systems has
made it possible to design a large high-performance computing system that uses a large
number of identical smaller computing elements.

Conventional computing systems have been designed to perform operations in sequence,
that is, one operation at a time. With the increasing availability of cheap computing ele-
ments, such as microprocessors, it has become feasible to design a computing system that
contains a number of small computing elements, each having a capability of performing op-
erations in sequence. Parallel computing is potentially much more powerful and much faster
than sequential computing. Since the computing speed of a single processor is bounded by
the speed of electricity, which is in turn bounded by the speed of light (c = 2:99792 � 108

m/sec in a vacuum), the fastest speed at which signals can travel, we resort to multiple
processors if we go beyond that speed.

As discussed by G. C. Fox and P. C. Messina in [63], parallel computing machines come
in various 
avors with respect to computing style, processor connection, memory access, etc.
However, no single parallel architecture can cover all technical problems. We will review
some of them in Chapter 3. In order to use as much computing power as possible for
solving a problem, we need to �nd the best match between the parallel architecture and
the problem to solve. One of the most important engineering problems is the design of the
parallel architecture that best �ts the class of problems to solve. There is no well-known
general guiding principle for such a design problem; however, we have accumulated some
knowledge of the matching pairs of architecture and problems. For example, it is well-known
that the architecture with mesh-connected processor elements matches easily the problem of
image processing.

Parallel hardware produces the raw (parallel) computing power to be used for solving
a problem, which is coded as an application program. Between the hardware and the ap-
plication program lies the parallel system software (operating systems, run-time libraries,
compilers, etc.) which tries to exploit the full capabilities of the hardware and make them
available to application programs with as little computing power as possible. This process
must be e�cient, since the computing power consumed by it is observed as a system over-
head when an application program executes. In general, however, it is not an easy task
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to design e�cient system software. Many di�cult problems arise in parallel programming,
particularly in the areas of coordinating interrelated subtasks, constituting a single task,
which are performed on di�erent processors running in parallel. D. Gelernter discusses these
topics in [69].

For the other aspects of computing technologies, see [98] for storage technologies, [59] for
user-computer interface technologies, and [91] for computer networking technologies.

Research Overview

Computing technologies have been advancing along with VLSI technologies; however, real-
time computing has not reaped large bene�ts from the advances in computing and VLSI
technologies. This is partly because the scienti�c base in the �eld is too weak to absorb the
advances of the other �elds.

Given an opportunity for research and development of a large-scale real-time comput-
ing system for radar signal processing, we were well motivated to contribute to building a
scienti�c base for that �eld by developing a design methodology for real-time computing
systems.

A review of conventional real-time computing systems for signal processing reveals the
ad hoc design in their architecture; design features are dedicated to particular aspects of
the applications. These design features are individual and not always coordinated from the
viewpoint of system design. The notion of resource sharing is missing in the system design.
This notion is important not only for design e�ciency but also for design 
exibility. Resource
sharing is a fundamental concept that has been incorporated into the general computing
system architecture. However, many conventional real-time computing systems, particularly
for signal processing, have been designed in an ad hoc manner as a collection of features,
missing the resource sharing concept.

With the increasing availability of inexpensive microprocessors, many microprocessor-
based systems have been developed for small- and medium-scale signal processing applica-
tions that do not require high performance. These systems are more 
exibile than previous
systems without a microprocessor, since 
exibility is obtained by programming a micro-
processor. While resource sharing is realized around the microprocessor to some extent,
ad hoc design techniques are still used for large-scale signal processing applications. We
were interested in incorporating the notion of resource sharing into the system design for
high-performance large-scale real-time signal processing applications.

A review of well-known computer architectures reveals that the current computer ar-
chitectures are not quite suitable for real-time signal processing applications that handle a
large quantity of periodic signals. The results of this review will be presented in Chapter 3.
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Through an exploration of the new architecture that best �ts the applications while main-
taining the architectural generality and 
exibility. several key features from the well-known
computer architectures can be combined and incorporated into a new architecture, and used
as a base architecture for a class of real-time applications. This will be fully discussed in
Chapter 4.

The major feature of the proposed architecture is a computation network that can be
dynamically recon�gured for di�erent pipelined vector computations by changing logical in-
terconnections of arithmetic-operation-level functional modules. The computation network
dynamically forms one or more arithmetic pipelines for vector processing. It allows computa-
tional resources to be shared among di�erent vector computations. The timing requirements
are easily satis�ed by forming the arithmetic pipelines in the computation network, since
pipeline processing is exact and predictable in terms of timing. Another feature is the system
structure for system-level pipeline processing that enables a large amount of real-time data
to 
ow through the system to satisfy periodic timing requirements.

Thesis Organization

The chapters of this thesis can be grouped into the following parts:

� Part 1: The Scope of Work (Chapters 1{3)
� Part 2: The Proposed Architecture (Chapters 4{6)
� Part 3: Discussions and Conclusions (Chapters 7{8)

Part 1 (The Scope of Work) presents the scope of the research work. This part �rst
overviews general trends in real-time computing, VLSI technologies, and computing tech-
nologies. It will describe the characteristics of real-time applications, identify the problems
in architectural design of real-time systems, and de�ne the target class of applications for
which a new architecture is proposed. A review of the existing computer architectures and
their viability for the target class of applications is also contained in this part.

Part 2 (The Proposed Architecture) proposes a new computing system architecture for
the target class of real-time applications, since none of the existing architectures are suit-
able for the target class of real-time applications. This part will �rst present the design
concepts of the real-time system architecture required for the target class of real-time ap-
plications, and will present theoretical models for performance and execution. A proposal
of new computing system architecture, called the Dynamically Recon�gurable Architecture

or DRA, is presented, along with its architectural features and the programming techniques
for the proposed architecture. It also describes an example implementation of the proposed
architecture, developed for real-time signal processing.

Part 3 (Discussions and Conclusions) gives discussions and concluding remarks.
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The rest of this thesis is organized as follows.

Chapter 2 �rst identi�es the characteristics of real-time applications, and goes on to
describe the target class of real-time applications, at which the proposed architecture is
targeted. Chapter 3 reviews the major existing computing system architectures (dedicated,
pipeline, parallel, massively parallel, systolic array, VLIW, and other architectures) and
examines their advantages and disadvantages for the target class of real-time applications.

Chapter 4 describes the design concepts for the design of a real-time computing system
architecture for the target class of real-time applications. It also presents two theoreti-
cal models of performance and execution. The performance models include the vector and
pipeline performance models. The execution model is based on a logical machine model
and pipelined vector operations. Chapter 5 describes the general system structure of the
proposed architecture and its major components with emphasis on the architectural fea-
tures for real-time computing. It also describes the computation network, which consists of
functional modules interconnected via a routing network, and the mechanisms to reorganize
the computation network. Programming techniques for the proposed architecture are also
covered. Chapter 6 gives an example implementation of the proposed architecture, which
was designed primarily for high-speed real-time signal processing applications that handle a
large volume of periodic radar signals.

Chapter 7 presents discussions, and Chapter 8 gives concluding remarks.

Bibliographic Notes gives brief notes on the referenced literature, and Bibliography lists
all the references.
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This chapter identi�es the characteristics of real-time computing and the technical issues to
be addressed. It also characterizes the class of real-time computing at which the proposed
architecture is targeted.

Real-time computing systems have been designed and used in many application areas as
mentioned in the previous chapter. They di�er from other computing systems in that timing
requirements are a major factor of design. Timing faults of a real-time system may cause
catastrophic consequences in some applications. The design of a real-time computing system
must be not only logically correct, but also meet the imposed timing constraints. The
correctness of the design is required for any type of computing systems; the timing constraints
for the design are unique for real-time computing systems.

S.-C. Cheng, J. A. Stankovic, and K. Ramamritham classi�ed real-time systems into two
types in [37]: soft and hard real-time systems. According to their de�nition, in soft real-time
systems tasks are performed by the system as fast as possible, but they are not constrained
to �nish by speci�c times; in hard real-time systems tasks have to be performed in a timely
fashion. When we schedule real-time tasks, we need to �nd a schedule such that the total
execution time of the tasks is minimum for a soft real-time system; we need to �nd a schedule
such that each task meets its deadline and the total execution time is minimum for hard
real-time systems. Scheduling algorithms for hard real-time tasks are surveyed in [37].

There are a large variety of timing requirements. However, they are either periodic

or aperiodic. Periodic timing requirements arise typically from the periodic nature of the
physical environment. For example, a system with a number of sensors that sample data
at certain intervals imposes periodic timing requirements. Aperiodic timing requirements
involve the deadline by which tasks start and/or �nish. For instance, a system that reacts to

7



the increase of the temperature beyond a certain level by starting a task within the speci�ed
time imposes aperiodic timing requirements.

From another point of view, timing requirements can be classi�ed into precise and statisti-

cal categories. Precise timing requirements are imposed on individual tasks, while statistical
timing requirements on a collection of tasks. In applications with precise requirements, each
task must satisfy the speci�ed timing requirements, which may be periodic or aperiodic. On
the other hand, in the applications with statistical requirements, each task need not satisfy
the speci�ed timing requirements, but the collection of tasks must meet the requirements
statistically. An application, for example, may require that 90% of tasks should be performed
within, say, �ve seconds.

Transaction processing applications impose statistical timing requirements, and their
design is based upon the statistical requirements. Since a typical transaction processing
system involves many components with probabilistic behavior, such as disk I/O operations,
multiprogramming, virtual memory, caching, network communications, etc., the behavior of
the applications running on it is a�ected by the probabilistic system components. Moreover,
transaction processing systems have to maintain the transaction properties for a collection of
transactions, which make the systems more statistical. The processing time of each transac-
tion can vary, but the collection of transactions is expected to meet the timing requirements.
The response time is a typical measure to evaluate an on-line transaction processing system,
which takes a request from a user, accesses to the database, and returns a message to the
user. A. Le� and C. Pu discussed the problems in building a transaction processing sys-
tem and tried to classify transaction processing systems based on the abstracted transaction
properties in [116]. Performance modeling of transaction processing systems is described by
W. H. Highleyman in [76]. T. Matsuzawa, N. Ogawa, T. Ohkami, and T. Noji presented a
tool, called SMART, to predict the OLTP (On-Line Transaction Processing) performance
[123], which was built based on the results from the performance analysis of OLTP systems
done by N. Ogawa, Y. Yamanaga, T. Matsuzawa, T. Ohkami, and T. Noji [132].

Human interface can be also considered to be a real-time system. It doesn't impose the
timing requirements that are speci�ed numerically, but it imposes the fuzzy psychological
timing requirements. It should make the user feel comfortable with its reactions to the user's
requests. While the experienced user wants a quick reaction to his/her request, a novice may
not want such a quick reaction. Some human interface may be required to process the user's
request in the time within the speci�ed range. For example, the human interface of some
on-line tutorial may be required to change pages on screen in, say, no more than 10 seconds
and no less than 6 seconds.

Reliability issues are closely related to real-time computing applications. Many real-time
systems are required to continue to operate in the presence of minor system faults, since they
are unattended or inaccessible after their installation, or critical to the entire system like
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a life support system, a nuclear power plant, or a spaceship. Although various techniques
have been developed in the area of fault-tolerant computing, real-time computing has raised
new problems. A fault-tolerant scheduling problem is one of such problems. The problem
is to �nd an e�cient way to schedule tasks to meet the timing constraints in the presence
of a failure. This problem has been addressed, for instance, by A. L. Liestman and R. H.
Campbell in [120] and C. M. Krishna and K. G. Shin in [97]. A. L. Liestman and R. H.
Campbell proposed a deadline mechanism that guarantees that a primary algorithm meets
a deadline in the presence of no failure and an alternative algorithm of less precision meets
it in the presence of failure [120]. C. M. Krishna and K. G. Shin presented a dynamic
programming algorithm that embeds backup (or contingency) schedules within the primary
schedule to ensure that deadlines can be met in case of up to a certain number of processor
failures [97]. Note that transaction processing systems have been developed with transaction
recovery techniques from their beginning.

The major problem in the conventional real-time system architectures is the ad hockery in
design. Many of them are based on the hardware and software dedicated to the particular
aspects of the application that runs on them. This is in part due to the fact that no widely
accepted general system design methodology for real-time computing systems is available,
and in part due to the fact that once the requirements from the application are identi�ed,
complexity is less in the design of the architecture dedicated to the application than in the
design with a more general architecture, since its major work is to collect the feature modules,
which may be hardware, software, or both, each dedicated to a particular aspect of the
applications, without considering much about the interactions between the feature modules.
The design ad hockery of the existing real-time system architectures can be considered to
reduce the design complexity by identifying the application requirements, grouping them
into the aspects independent of each other, building the feature modules, each dedicated to
an aspect, and connecting them together to form a single system.

The conventional design style is thus based on the collection of the feature modules, which
are independent of each other. We mean by \independent" that an operation associated with
an aspect of the application is performed in one and only one feature module. Although the
feature modules are independent of each other, they are not necessarily prime to each other,
that is, they may have many functions in common. This is illustrated in Figure 2.1, where
the application X consists of the four aspects fA1, A2, A3, A4g, each consisting of operations
in fa, b, c, d, e, f , g, hg, and the architecture Y consists of the feature modules fF1, F2, F3,
F4g, each Fi corresponding to Ai and consisting of functions in fa, b, c, d, e, f , g, hg. Each
Fi is independent of each other, since it corresponds to Ai and it is the one and only one
feature module used when Ai is executed. However, as seen in Figure 2.1, some functions
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Application X Architecture Y

A1 = (a; b; c; d)

A2 = (a; c; e)

A3 = (a; c; f; g)

A4 = (a; b; e; h)

F4
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a b
c d
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e

c
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f

c
g
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e
b

h

Ai: Application Aspect i
Fj: Architectural Feature j

Figure 2.1: Architecture with Non-Prime Feature Modules.
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Figure 2.2: Architecture with Prime Feature Modules.

like a and b are included in more than one feature module. This redundancy of functions is
not intended for fault tolerance, but just comes directly from the aspects of the application.
As long as the total volume of the architecture is reasonable, this redundancy does not limit
the design. But it becomes a problem when the total volume of the architecture exceeds a
certain level.

When we construct a large-scale real-time computing system, this redundancy limits
the reasonable implementation of the system. Consider, for example, a function with f(n)
components for the number of inputs n. When we scale up the function for the number
of inputs k � n, the required components for it is f(kn). The total number of components
required for all the duplicated functions to implement the scaled-up system becomes f(kn)��,
where � is the number of duplications. For instance, if f(n) = n2, then the total number of
components required for the scaled-up system is � � k2n2. Since the number of components
in a function with n inputs is equal to or greater than O(n) in many cases, the scaling up of
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the system causes the super-linear increase of the component count, implying that the larger
the system becomes the harder its implementation becomes with respect to volume.

Thus we need to incorporate the notion of resource sharing into the design of a real-time
computing system. It is a very simple concept and not a new concept at all in computing
technologies. It has been a common practice to use a single system component repeatedly as
many times as possible. The ideal architecture for the application shown in Figure 2.1 is the
architecture Z shown in Figure 2.2, where no two feature modules include the same function,
that is, the feature modules are prime to each other. We call it the prime-feature architecture,
while we call the previous type of architecture the non-prime-feature architecture. We call
the design process of the prime-feature architecture architectural prime factoring, since it is
analogous to prime factoring in mathematics.

The architectural prime factoring consists of identifying the functions that perform the
operations required for each aspect of an application and grouping them into prime feature
modules. The notion of resource sharing can be automatically incorporated into the design in
the process of architectural prime factoring. This is conceptually simple, but not necessarily
simple in practice.

There is a timing problem in architectural prime factoring for the design of a real-time
computing system architecture. In the non-prime-feature architecture, when an aspect of the
application is executed, the function associated with the aspect performs all the operations
required for the aspect. Therefore, the timings of the aspect can be checked at that function.
That is, we need to pay attention to a single time 
ow through the function associated
with the aspect. In the prime-feature architecture, the required operations are distributed
to multiple functions, and the timings of the aspect must be checked at all the functions
performing the operations. That is, we need to pay attention to a time 
ow split over the
functions associated with the aspect. It increases the design complexity, especially for the
timing-sensitive applications. Figure 2.3 illustrates the two cases.

While resource sharing reduces the total volume of architecture, it increases the interac-
tions between the feature modules. No interaction between the feature modules is free for
charge; any interaction induces a timing overhead, which is an extra charge due to resource
sharing. One of such interactions in hardware is data transfer from one module to another.
If the system handles a large number of data, data transfer may increase the amount of
hardware or delay the availability of data for the subsequent modules. Thus the design
complexity is increased by the interactions between the feature modules.

We can easily construct a small-scale system around a microprocessor these days, since
powerful microprocessors are now inexpensive and generally available. However, it is not an
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easy job to construct a large-scale system without scienti�c disciplines. In turn, scienti�c
knowledge and experience are accumulated by building a large-scale system, since some
systematic work is required to complete the construction.

We are interested in a large-scale real-time computing system for the real-time appli-
cations with periodic timing constraints, which periodically take, process, and produce a
large amount of data. The system architecture that handles periodic data depends on the
following key properties of the applications:

� the amount of periodic input data
� the rate of input data
� the types of operations on data

These properties direct the basic structures of the system. The amount of periodic input
data dictates its data transfer structure. The rate of input data a�ects its control structure.
The types of operations on data in
uence its functional structure.

We had an opportunity to design a large-scale real-time computing system for a radar
signal processing application. It belongs to a class of the applications de�ned in terms of the
above-mentioned properties. The applications in that class have in common the following
properties:

� the amount of periodic input data: large
� the rate of input data: high
� the types of operations on data: vector operations

The amount of periodic input data is so large that a processor cannot process them on-
line without bu�ering them in a memory. The rate of input data is so high that a simple
scalar processor cannot handle data. The types of operations on data are vector operations;
the same operations are repeatedly performed on all the data items in a group. Figure 2.4
shows a typical timing chart for processing such data, where data input, data process, and
data output are overlapped, because input and output data are bu�ered before and after
data process, respectively.

Figure 2.5 shows a signal processing system for a phased-array radar, which consists
of a number of active antenna elements, collectively forming a single radar antenna. While
traditional radars scan mechanically, a phased-array radar scans electronically by controlling
the phases of power fed to antenna elements [128]. A variety of signal processing algorithms
are used to convert radar signals obtained at the antenna elements into radar images [29].
When a radar system operates in a search mode or a tracking mode, its output is small in
volume. However, when it operates in an image mode, its output is a large number of image
pixels.
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This chapter reviews the following major computer architectures:

� Dedicated Architecture
� Pipeline Architecture
� Parallel Architecture
� Massively Parallel Architecture
� Systolic Architecture
� VLIW Architecture
� Hypercube Architecture
� Data-Flow Architecture
� RISC Architecture
� Superscalar Architecture

They are evaluated for the target class of real-time applications.

The dedicated architecture is the architecture designed for speci�c applications. Many ar-
chitectural features are dedicated to particular aspects of the applications. We see many
examples in the area of signal processing.

Fourier Transform [23] has been (and still is) of great importance in signal processing.
In the history of signal processing, the invention of Fast Fourier Transform or FFT by J.
W. Cooley and J. W. Tukey in 1965 [42] triggered the subsequent development of a variety
of digital signal processing techniques in the 1960s and 1970s, along with the development
of digital computers. Many digital signal processing algorithms, including convolution, cor-
relation, and digital �lters as well as FFT, were developed on digital computers. FFT has
many variations in the way of computation [24], but it is basically an algorithm to compute
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discrete Fourier Transform or DFT in O(n log n), much faster than the straightforward DFT
algorithm that takes O(n2). See [2, Chapter 7, pp.251{276], for example, for the compu-
tational complexity of FFT. The FFT algorithm contributed much to the development of
real-time signal processing systems involving Fourier Transform. Since Fourier Transform
has been a very time-consuming computation, compared with the other transformations, a
variety of hardware implementations have been developed [20], [71], [43], [3], [41]. Most of
the implementations were hardware-controlled and truly dedicated to FFT only; no other
signal processing operations could be performed with these systems.

Hardware control could provide the maximum performance the raw hardware could
achieve for a single signal processing application. However, it provided less 
exibility. In
order to obtain 
exibility to cover a wider variety of signal processing applications, the mi-
croprogramming techniques developed in the 1970s were applied to the signal processing
systems [96], [181], [195]. Microprogramming turned a single-function signal processor into
a multi-function signal processor that could handle many signal processing algorithms [4].

A vector processor (or array processor), called AP-120B, appeared in the late 1970s [189],
[34]. It was attached to a general-purpose computer to accelerate the performance of vector
operations (particularly, addition and multiplication). It included the pipelined adder and
multiplier. It was widely used for scienti�c and engineering applications. The pipeline vector
processing techniques were also applied to signal processors [22], [28], [60], since many signal
processing algorithms were amenable to vector operations.

With the advances in semiconductor technologies, digital signal processor (DSP) chips
appeared in the 1980s [113]. One of the common features in their architectural design is the
arithmetic capability for the computations in the form of A�B + C, which are frequently
found in the signal processing applications. These are used for relatively small-scale signal
processing applications, including telecommunications applications. One of the examples is
the mSP32 chip [178]. It is an experimental single-chip 32-bit VLSI signal processor, includ-
ing a 32-bit 
oating-point ALU (FALU) and a 32-bit 
oating-point multiplier (FMULT) to
support the 
oating-point computations in the form of A�B + C.

There have been real-time computing systems entirely dedicated to a single real-time
mission, such as an architecture for radar signal processing [65], an architecture for real-
time aerospace applications [149], a multiprocessor architecture for industrial process control
[92], a distributed architecture for industrial control [166], a fault-tolerant architecture for
commercial transport aircraft control [187], and a system architecture for the space shuttle
avionics [31].

FFT is still of great importance and a time-consuming computation in the signal pro-
cessing area. The recent design of FFT processors is more sophisticated than that of the
predecessors [15], [162].
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Since the dedicated architecture is application-speci�c, it works very well for the target
applications but doesn't work well for the other applications. Our goal is not to design
another dedicated architecture for the target class of real-time applications, but to design
a more general architecture that can compete with the previous dedicated architectures in
performance for the target applications.

The basic concepts and techniques of the pipeline architecture are described by C. V. Ra-
mamoorth and H. F. Li in [156] by P. M. Kogge in [93], and by K. Hwang and F. A. Briggs
in [85]. Pipelining is one of the major architectural attributes of the modern computing
systems. It is a form of parallel processing. It divides a computation process into stages,
each of which performs a partial computation, sends the partial results to the next stage,
and takes the partial results from the preceding stage. As water 
ows through a physical
pipeline, tasks 
ow through the pipeline at a rate at which new entries are fed into the input
of the pipeline. Tasks in the pipeline are partially processed at each stage. Since di�erent
tasks stay at di�erent stages at one time, tasks are processed in parallel. A single task
becomes complete when it comes out through the pipeline stages. The execution time of a
single task is the total amount of time it resides in the pipeline. However, each task seems
to be complete at a rate of new entries fed into the pipeline, which is much higher than the
rate at which a non-pipelined processor can perform the task one by one sequentially.

It is an ideal state that tasks continuously 
ow through the pipeline stages; in this case
the pipeline operates at its maximum rate. However, there are hazards that prevent tasks
from continually entering the pipeline. Depending on the types of hazards, the processor
may delay some tasks at some stages or invalidate all the tasks in the pipeline in order
to maintain the consistency of the processor state. They degrade the performance of the
pipeline. Many design techniques have been developed to keep the pipeline performance as
close to the maximum possible performance as possible in the presence of hazards. There
are two general categories of hazards: structural and data-dependent hazards [93, Chapter
1, pp.1{20]. The structural hazards are cases where two di�erent tasks attempt to use the
same stage at the same time. The data-dependent hazards occur when a task at one stage
determines whether or not data may pass through other stages.

There are two types of pipelining: instruction and arithmetic. Instruction pipelining
is for instruction execution. In general the execution of an instruction can be roughly di-
vided into the stages for instruction fetch, instruction decode, operand fetch, and execution.
Arithmetic pipelining is for arithmetic computation. For example, a 
oating-point addition
can be divided into the stages for alignment, fraction addition, and normalization, and a

oating-point multiplication into the stages for fraction multiplication, exponent addition,
and normalization.
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We brie
y review several pipeline architectures.

In the early 1960s, the IBM System/360 Model 91 was developed as a general-purpose
computer with instruction and arithmetic pipelining for 
oating-point addition, multipli-
cation, and division [9], [8]. Since then, the instruction pipelining techniques for general-
purpose computers have been established through the development of the computers in the
IBM System/370 family [30], the IBM System/370-XA family [141], and the IBM ESA/370
family [153]. Instruction pipelining is widely used in almost all the commercial computers.
See, for example, [45] for the VAX 8600.

Two of the early vector processors are the CDC STAR-100 and the TI ASC. In the
late 1960s, the CDC STAR-100 was designed for vector operations and had two arithmetic
pipeline processors for 
oating-point addition and multiplication [78]. In the early 1970s,
the TI ASC (Advanced Scienti�c Computer) was developed for scienti�c applications and
had a high degree of pipelining for both instruction execution and 
oating-point arithmetic
[185].

The scienti�c attached processors were popular in the late 1970s. The AP-120B is one
of them. It was developed as a back-end pipelined arithmetic processor attached to a host
computer to accelerate the execution of vector operations [189], [34]. It had a pipelined

oating-point adder and multiplier which could operate in parallel. However, it did not
have vector instructions; instead, long instructions containing concurrent microoperations
were used to specify the parallel operations within the processor. The FPS-164 evolved
from the AP-120B [85, Chapter 4, pp.233{324]. It improved the performance over the
AP-120B by extending precision (64-bit 
oating-point operations, instead of 38-bit 
oating-
point operations in the AP-120B) and memory. The IBM 3838 was also designed as a vector
processor to be attached to IBM mainframe computers [93, Chapter 4, pp.134{173], [85,
Chapter 4, pp.233{324].

The Cray-1 is one of the �rst modern vector pipelined supercomputers [161], [85, Chapter
4, pp.233{324], [80, Chapter 2, pp.68{143], [121]. It requires a front-end computer like a VAX
or an IBM mainframe as a system manager. The Cray-1 contains eight vector registers, each
64-element register (64 bits/element), and 12 functional pipeline units, which are organized
into four groups: address, scalar, vector, and 
oating-point units. All of the functional units
can operate in parallel. All integer arithmetic is performed in 24-bit or 64-bit form, and all
the 
oating-point arithmetic is performed in 64-bit form. Two pipelined vector operations
can be chained together to send the result data stream from a pipeline unit to one vector
register simultaneously to another pipeline unit as the operand stream. Pipeline chaining of
two vector operations can produce two combined results per machine cycle.

The Cyber-205 is also one of the �rst modern pipelined supercomputers [85, Chapter 4,
pp.233{324], [80, Chapter 2, pp.68{143], [121]. The Cyber-205 contains one scalar arith-
metic unit and a vector processor which can have one, two, or four 
oating-point arith-
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metic pipelines. The scalar arithmetic unit has �ve independent functional pipelines for
add/subtract, multiply, log, shift, and divide/sqrt operations on 32- or 64-bit scalars. The
vector arithmetic pipeline can perform add/subtract, multiply, divide, sqrt, logical, and shift
operations on 32- or 64-bit vector operands. Each vector pipeline is directly connected to
the main memory without vector registers.

The Japanese supercomputers that followed Cray-1 and Cyber-205 are also pipelined
vector processors. They are, for example, Fujitsu FACOMVP-200 [129], [79], Hitachi HITAC
S-810 [140] , and NEC SX [94].

When the IBM 3090 system was introduced as a mainframe computer [179], the vector
facility was also introduced [27], [142]. The vector facility is optional to the standard IBM
3090 system and can be viewed as an addition to the instruction execution part of the
base machine. 171 new instructions were also introduced with the vector facility. The vector
facility contains a set of vector registers and two vector pipelines, one multiply/divide pipeline
and one arithmetic and logical pipeline. Each of the pipelines can produce one result per
machine cycle, except for divide operations. The two pipelines can be chained together to
produce two vector operations per machine cycle. For performance evaluation of the vector
facility, see [39], [36], [122], and [186].

As discussed above, a variety of pipelined computers have been developed and improved
for almost three decades. The pipeline techniques are the established techniques used in
almost all recent computers including microprocessors. As indicated by the development
of various vector computers, pipelining is very suitable for vector operations. Since an
application in our target class contains many vector operations, our architecture should be
based on pipelining.

The parallel architecture performs multiple operations, synchronously or asynchronously, at
the same time. It has many variations. In this section, we discuss the MIMD (Multiple
Instruction streams, Multiple Data streams) architecture, which was de�ned by M. J. Flynn
in [58]. There are several books and papers on MIMD parallel architectures. See, for example,
[85], [80], [14], [51], [163], [86], [68]. We outline the features and problems of the MIMD
architecture.

In the 1970s, many of the commercial mainframe computers added a multiprocessing
capability as in the IBM System/370 Model 168, the CDC Cyber 170, the Honeywell Series
60 Level 66, the UNIVAC 1100 Model 80, and the Burroughs B7700 [163]. In these mul-
tiprocessor systems, the main memory was shared among the processors. The number of
processors was limited to 2 to 4. These multiprocessor systems were designed to execute
di�erent tasks on di�erent processors in order to achieve higher throughput, rather than
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to speed up the execution of a single task. They can be viewed as a parallel extension to
a multiprogrammed uniprocessor system in that tasks that had been executed in a time-
sharing manner in a uniprocessor system were executed in parallel on di�erent processors.
Although the internals of the operating systems were changed to accommodate the multi-
processing capability, no changes were made to application programs that were executed as
tasks. The major changes to the operating systems include the mechanisms to synchronize
processors competing for system resources like disks. The synchronization mechanisms used
some hardware-supported means for interprocessor communications. In the IBM System/370
Model 168, for example, the SIGP (Signal Processor) instruction and the TS (Test and Set)
or CS (Compare and Swap) instruction were used for that purpose. The processor executing
the SIGP instruction interrupts the other processor to get its attention for communications.
The TS or CS instruction performs an atomic memory access and is used to reserve a mem-
ory location associated with some system resource, which is protected against unauthorized
accesses.

Since UNIX operating systems have become popular, many multiprocessor UNIX systems
have been developed [68]. They have more processors than the multiprocessor mainframe
systems developed in the 1970s. The Sequent Balance (8000 and 21000) system contains 2 to
30 microprocessors (NS 32000 series) and runs the DYNIX operating system supporting the
4.2 BSD and System V Unix environments [175]. Each processor has a private write-through
cache memory. The bus-watching logic at each cache continuously monitors write cycles on
the system bus, comparing the write addresses to the internal cache state. When the logic
detects a hit, the cache controller invalidates the a�ected entry.

The Encore Multimax is another example of a shared-memory Unix multiprocessor sys-
tem [192]. It can be con�gured with 2 to 20 processors and up to 30 I/O channels. Each
processor has a private cache memory with a write-back protocol, which defers the store
of updated portions into memory until the last possible moment. In order to maintain the
cache consistency, cache entries are invalidated when there are updates in one cache. The
invalidation of the cached copies is done by sending a special read request which is issued
the �rst time a write or read-modify-write is attempted to a location.

The BBNButter
y Processor is also a UNIXmultiprocessor system [165], [82]. Unlike the
previous two UNIX multiprocessor architectures, however, it has a memory distributed over
processing nodes. It can have 2 to 256 processing nodes, which are connected by the butter
y
switching network, an indirect binary n-cube packet-switching network. Each processing
node contains a CPU and a local memory. Memory accesses by a CPU are either local or
remote. Local memory accesses are made to a local memory; remote memory accesses are
made through the butter
y switching network to a memory on a di�erent processing node.
Experience with the Butter
y processor is reported in [126], [136].

There have been many experimental architectures developed for some research purposes.
The early experimental parallel architectures are C.mmp [197], [196] and Cm* [67], [66], both
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developed at the Carnegie Mellon University. The C.mmp was developed in the early 1970s to
examine the feasibility of a large multiprocessor computer for arti�cial intelligence research,
and, from the viewpoint of computer architecture, to study the parallel architecture with the
hierarchically structured processor clusters. Up to 16 of processors could be connected to
up to 16 shared memory modules through a 16� 16 crosspoint switch. The Cm* consists of
50 processor-memory pairs called Cm's, which are connected by a hierarchical, distributed
switching structure. It is divided into �ve clusters of up to 14 Cm's each. The clusters are
connected via intercluster buses. Experience with C.mmp and Cm* is reported in [89].

The S-1 system is also an experimental multiprocessor system aimed at the processing
performance of over 10 times the computational power of the Cray-1. It consists of 16
processors that are connected to 16 memory banks of the main memory through the 16 �
16 crossbar switch. The Burroughs Scienti�c Processor or BSP is another example of an
experimental multiprocessor system [103]. It consists of 16 processors that are connected to
17 memory banks via two data alignment networks. The system has a �ve-stage memory-to-
memory data pipeline, plus earlier instruction-setup pipeline stages, one for input and the
other for output. The memory-to-memory data pipeline is formed by �ve stages for fetch,
align, process, alien, and store. It is unique in that it uses 17 memory banks to achieve
con
ict-free memory accesses.

The Denelcor Heterogeneous Element Processor or HEP is yet another example of a
shared-memory MIMD architecture [95]. It consists of one or more pipelined MIMD Process
Execution Modules (PEMs) which share a common memory; each PEM is an MIMD com-
puter. There is no qualitative di�erence in the way processes are created and managed or
in the way in which they communicate in a single-PEM system versus a multi-PEM system.
The PEMs and the shared memory banks are connected by a pipelined message-switched
interconnection network. One of its unique features is the full/empty synchronization mech-
anism. Other experimental multiprocessor systems include the NYU Ultracomputer [70], the
UIUC Cedar [102], and the IBM RP3 [151].

The pipelined supercomputers have been adding a multiprocessing capability. The Cray
X-MP/1 has two CPUs, each of which is very similar in structure to the Cray-1 CPU [85,
Chapter 9, pp.643{731]. It was designed for multitasking applications; it can run independent
tasks on two processors. Discussions on the multiprocessor supercomputers are presented by
K. Hwang in [84].

Multiprocessor systems have been developed to achieve the high performance that a
uniprocessor system can not achieve. The n-processor system is expected to achieve the
performance n times the performance a uniprocessor system can achieve. This is true if
n processors execute independent tasks without sharing anything. However, tasks usually
share some system resources, such as code and data. These tasks must be synchronized to
maintain the consistency of the system state. Synchronization has been one of the focal

22



issues in the multiprocessor system design [64], [148], [47]. Many techniques for e�cient
synchronization have been studied and implemented [46]. In general, the synchronization
overhead in the MIMD architecture is not small, because the constituent processors operate
asynchronously and each processor doesn't have any information about the states of the
other processors without performing explicit interprocessor communications. Even in inter-
processor communications, there is no guarantee that the processor can quickly respond to
a request by the other processor. Due to the large synchronization overhead, the grain size
of parallel processing has to be large enough to pay o� the overhead; that is, the execution
between one synchronization point and the other has to be as long as possible. To exploit
�ne-grain parallelism, commonly found in solving a single problem with multiple tasks, the
MIMD architecture has to provide a synchronization mechanism with a small overhead. It
is one of the recent research topics.

The other issues in the multiprocessor architecture include memory accesses. The mem-
ory that can be physically or logically shared by processors is accessed through a shared buse
or a switching network. It is known that there will be a hot spot when processors try to access
a particular location of memory, and it signi�cantly degrades the system performance [152].
Cache memory is another important issue in memory accesses. When processors frequently
update a particular area of memory, many cache invalidation operations occur and degrade
the system performance. It is a research topic to �nd an e�cient invalidation scheme that
keeps coherency. See [47] for more detail.

The MIMD architecture is a fairly general architecture. It is too general for our tar-
get class of real-time applications. We can simplify the design of the system architecture
and avoid some of the problems in the design of the MIMD architecture by exploiting the
characteristics of the target applications. Since the target applications are based on vector
operations, which can be performed synchronously, asynchrony which comes along with the
generality of the architecture is undesirable. Asynchrony in system operations requires ex-
plicit interprocessor communications to get the information of the other processors, which
degrade the system performance. Although much �ne-grain parallelism can be found in
vector operations, the MIMD architecture can not exploit it due to the high cost of synchro-
nization.

The massively parallel architecture is classi�ed as an SIMD (Single Instruction stream, Mul-
tiple Data streams) architecture according to Flynn's taxonomy [58]. It consists of many
simple processing elements, all of which perform an identical operation under the control of
a single instruction. It is also called the processor array architecture because of its organi-
zation. In many cases a single instruction implies a single operation for all the processing
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elements. In general it shows a good performance when it performs a single operation on a
large amount of data at the same time.

The Illiac IV system was the �rst SIMD supercomputer developed at the University of
Illinois in the 1960s [25], [81]. It consists of 64 processing elements which are interconnected
as a two-dimensional mesh network (an 8 array). Each processing element contains registers,
arithmetic units, and data links to its four neighbors. Data are represented in either 64- or
32-bit 
oating-point, 64-bit logical, 48- or 24-bit �xed-point, or 8-bit character form. Each
processing element can hold vectors of operands with 64, 128, or 512 elements. All the
processing elements are under the control of a control unit that transmits 32-bit instructions
to them. The system has been used for numerical weather forecasting and nuclear engineering
research.

The Massively Parallel Processor or MPP was developed at Goodyear Aerospace in the
early 1980s [154], [17]. It consists of 16,384 processing elements, which are arranged in a
128� 128 array. Each processing element is a bit-serial processor that performs only single-
bit operations, but can handle data of any length by processing them bit by bit. It can
communicate with neighboring processing elements as in the Illiac IV. It spends time in
proportion to the number of bits in data when it processes multiple-bit data. The MPP
contains staging memories that serve as data bu�ers for the array of processing elements.
They also have a capability of reordering data, which is required if the order of data input
is not the same as the order of processing. The DEC VAX-11/780 was attached to the MPP
as a host computer when it was delivered to NASA.

The Thinking Machines' Connection Machine is also a massively parallel architecture
[77], [180]. Unlike the Illiac IV and the MPP, the processing elements in the Connection Ma-
chine are interconnected in the hypercube form (see the following section for the hypercube
architecture) for interprocessor communication. The �rst implementation of the Connection
Machine is CM-1 with 16K to 64K data processors. When the CM-1 is con�gured to have
64K data processors, four blocks of 16K data processors with a sequencer are connected
by a 4 � 4 cross-point switch called nexus. The data-parallel I/O system connects proces-
sors to peripheral mass storage (called the Data Vault) and graphic display devices. The
applications for the Connection Machine include computer vision, VLSI design and circuit
simulation, molecular dynamics, and so forth.

The similar massively parallel architectures include the ICL DAP [57], the CLIP [62], the
STARAN [16], and the RPA [160].

The massively parallel architecture is suitable for the applications that perform one rel-
atively simple operation on a large amount of data. Image processing is a good example
application for it, since Many systems with this architecture connect each processing el-
ement with a few of its neighboring processing elements. This architecture can provide a
large amount of �ne-grain parallelism but limited interprocessor communications. Our target
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real-time applications could be handled by this architecture, but it is not straightforward.
We can exploit the characteristics of the target applications, especially those of multiple-bit
vector operations.

The concept of systolic arrays was �rst presented by H. T. Kung and C. E. Leiserson in
[104]. It was originally proposed for VLSI implementation of some matrix computations.
Since then, several papers on systolic arrays were published [105], [115], [61], [106], [108].
S.-Y. Kung and his group proposed the similar concept called the wavefront arrays [107],
[108], [109].

The systolic architecture is based on a systolic computing model that derives computa-
tional e�ciency from parallel and pipeline processing. The systolic array architecture consists
of many (relatively small) processors arranged in various shapes by connecting them with
communication links. Data enter the systolic array through input elements and are propa-
gated to neighboring processors for further processing. Data move along a �xed direction
in which a link exists between neighboring processors and in a periodic manner. As data

ow through a sequence of processors, operations are applied on them in each processor.
Each processor in the systolic array repeats the same operations on di�erent data when they
pass by it. Operations are all regular and synchronous. A stream of data is processed in a
pipeline fashion.

The systolic architecture provides not only a parallel architecture but also a design
methodology for implementing VLSI algorithms. The VLSI algorithms that can be im-
plemented with systolic arrays are characterized by the systolicity in their computations.
There are many well-know algorithms that can be implemented with systolic arrays: matrix
computations, polynomial computations, graph algorithms, signal and image processing al-
gorithms including FFT and convolution, and so forth. When we apply the systolic array
to a problem, we need to systolize the algorithm for solving the problem. It is a mapping
problem: how to map an algorithm on an architecture. S.-Y. Kung presented an approach to
this mapping problem in [108]. His approach gives a method to convert computing networks
representing computations into systolic arrays or wavefront arrays. H. F. Li and R. Jayaku-
mar rigorously characterized the systolic structures and presented an approach to deriving
the systolic algorithms in [118].

The systolic architecture is very useful for our target class of real-time applications,
although it cannot be directly applied to the architecture to support the applications, because
each application may contain a variety of vector operations, and all the operations are not
necessarily prede�ned at the time of architectural design. The useful features of the systolic
architecture are parallelism, pipelining, and regularity.
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The concept of the VLIW (Very Long Instruction Word) architecture was presented by J.
A. Fisher in [54], [55]. The VLIW architecture is characterized by its very long instructions.
It consists of multiple processors and one program counter which indicates the address of a
machine instruction to execute. In this architecture there are parallel operations but only a
single thread of control. Each instruction contains many operation �elds to control each of
the individual processors. A single instruction determines the operations of all the processors;
the operation for one processor may be di�erent from that for another processor, depending
on the corresponding operation �elds of the instruction. The instruction also controls all
the communications between the processors. The very long instruction word is very similar
to the long horizontal microcode word, which contains may operation �elds to control many
hardware components in the processor at the same time.

The e�ectiveness of the VLIW architecture heavily depends on the VLIW compiler that
compiles a program into a sequence of very long instruction words with e�orts to pack
as many operations as possible in a single instruction. The �rst compiler developed for
the VLIW computer is Bulldog [50]. It uses a global compaction technique called trace
scheduling, originally developed for microcode compaction [53], in order to generate very long
instruction words from a sequential source code. The trace scheduling technique heuristically
guesses the run-time control 
ow of a program and chooses the most likely forward execution
stream from the possible streams. Guesses are made for conditional branches. The compiler
also generates the code to move from the main execution stream to the other stream when
the guess turns out to be incorrect at run time. The compiled code runs with the maximum
performance if the guesses are correct; it degrades the performance of the machine if the
guesses are incorrect, but still produces correct results.

Parallelism available for the VLIW architecture is reported in [131]. Measurements were
made on 22 Fortran programs, most of which were numerical analysis programs. They
showed that the available global speedups ranges from 4 to 988 with the VLIW architecture.
The programs that exhibited the largest parallelism operate on arrays. Array processing
presented great opportunities for parallelism. See [131] for more detail.

The VLIW architecture may be classi�ed as an SIMD (Single Instruction stream, Mul-
tiple Data streams) according to Flynn's taxonomy [58], but it is clearly di�erent from the
massively parallel architecture or the processor array architecture, in which the same �elds
contained in a single instruction are used to control all the constituent processors. Although
they assumed that a processor controlled by an operation �eld of a very long instruction is
something like a RISC (Reduced Instruction Set Computer) processor, we need not limit the
processor to it; we can use more primitive arithmetic units instead of RISC-type processors.
Moreover, as indicated by the parallelism measurements, the VLIW architecture is suitable
for vector operations. Therefore, the basic concepts of the VLIW architecture, instead of
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the architecture itself, is useful for our target class of real-time applications.

The hypercube architecture is based on the hypercube connection of processing elements,
each including a processor and a memory, and coordinates their computations by sending
messages to each other [167], [12], [74]. It di�ers from a shared-memory multiprocessor,
in which processors are connected to a shared memory through a switching network or a
common memory bus. Each processing element of the hypercube architecture operates as
an independent computer. The main feature of the hypercube architecture is in its way of
interconnecting processor elements.

The hypercube topology has several interesting properties. One of the most interesting
property is the communication path length. Any message sent by a processor element can
reach the destination in no more than log n hops in the n-dimensional hypercube architecture.
That is, the maximum length of the path (the number of edges on the path) a message may
follow is log n. It is a good property for implementing a variety of algorithms that require
many communications between processing elements. When many processing elements send
messages, messages may collide at one node for a single edge. Then all but one messages are
delayed for the use of the edge, or they may be sent along the other edges and take more
hops than required theoretically.

Each processing element is an independent computer that runs its own copy of an op-
erating system and operates asynchronously. When programs run on processing elements
to solve a single problem, they must synchronize at some points. If there are many such
synchronization points, then the performance of parallel execution is destroyed. Since the
synchronization overhead is not small in this type of architecture, it is suited for coarse-grain
parallel execution, not for �ne-grain parallel execution. In order to obtain asynchronous
coarse-grain parallelism, we have to make a program so that the number of synchroniza-
tions between processing elements should be kept minimum, while the number of operations
between synchronization points should be kept maximum.

A message goes through processing elements on its path to the destination. Each pro-
cessing element has to use some CPU time to route messages. The more messages come,
the more time the processing element has to spend for routing, degrading the performance.
Special hardware can be added to a processing element not to interrupt tasks running on
it. However, when the tasks come to a synchronization point, they have to send or receive
messages. Still, its performance is a�ected by the messages passing by that processing ele-
ment. There is no way to avoid the degradation of performance due to routing messages in
this architecture.
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From the implementation point of view, the implementation of the n-dimensional hyper-
cube is limited by the number of links each processing element has, if n is large. For example,
if n = 10, then each of 210 = 1024 processing elements has 10 links. If each link is 8 bits,
16 bits, 24 bits, or 32 bits wide, then the total number of bits for each processing element is
80, 160, 240, or 320, respectively. Since each connection is one-to-one, the total number of
wires (one wire per bit) amounts to 40,960 for 8-bit links, 81,920 for 16-bit links, and 122,
880 for 24-bit links, and 163,840 for 32-bit links. Since some control signals and parity bits
are usually associated with each link, the total amount of wiring is more than that number
for each case. If we use a single-bit link, the amount of wiring is small, but it takes more
time to transfer data.

In general, the hypercube architecture is expected to show an e�cient communication
capability because of the property of the hypercube connection. However, it is not an
easy task to control the precise timings, because of the asynchronous parallel execution
and in
uence of message routing. Moreover, it is the coarse-grain architecture, which is
not suited for arithmetic-level parallelism. It is very di�cult to implement the architecture
with a multiple-byte link for multiple-byte communications. Therefore, it is not a good
architecture for our target class of real-time applications.

The data-
ow architecture is based on a data-driven computing model, where a computation
is initiated as soon as the required operands become available [44], [177], [11], [117]. It is quite
di�erent from the traditional von Neumann architecture in that its computation is driven by
the availability of data, whereas the computation in the conventional von Neumann archi-
tecture is controlled by a program consisting of instructions. A von Neumann architecture
executes instructions synchronously using a centralized control, while a data-
ow architec-
ture has no centralized control over computations and executes instructions asynchronously
when their operands are ready. Since there is no prede�ned sequence of instructions, a
high degree of potential parallelism can be exploited in the data-
ow architecture. Several
experimental data-
ow machines have been constructed and evaluated (see [177] and [11]).

A program, called a data-
ow program, for the data-
ow architecture, is represented by
a directed graph where the nodes denote operations (addition, multiplication, etc.) and the
edges denote data dependencies between operations. One of the programming languages for
the data-
ow architecture is VAL [124]. It is a high-level, function-based language designed
for the data-
ow architecture. VAL provides implicit concurrency by using functional lan-
guage features, which prohibit all side e�ects. It is based on a single-assignment rule which
allows a variable to take only one value in a single expression and not to depend on itself.

The data-
ow architecture is claimed to eliminate the von Neumann bottleneck that
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limits potential parallelism in computations. However, it creates new problems. One of
them is the overhead per token, including the communication overhead for packing tokens,
routing tokens, unpacking tokens, etc. If most of the operations are small, the total overhead
of tokens dominates the execution of a program in time and space. The implicit parallelism
can not be exploited for high performance.

It is pointed out that it is very di�cult to design a data-
ow architecture that can handle
a large array of data, which could be easily stored in the main memory in the conventional
architecture. Large arrays of data are required to store large vectors and matrices that are
commonly used in scienti�c and engineering applications. The data-
ow architecture doesn't
have a main memory; it doesn't have a place to store a large volume of data. Data can be
distributed in pieces over processing elements. But it raises a heavy communication problem.

The other problem is that the data-
ow architecture is based on run-time scheduling
of operations, whereas the conventional von Neumann architecture is based on compile-
time scheduling of operations. For the conventional architecture, the compiler can schedule
instructions at compile time; there is no instruction-level scheduling at run-time. However,
the data-
ow architecture schedules instructions at run-time, which could be scheduled by
the compiler at compile-time. We haven't seen any non-trivial problems that require run-
time scheduling of instructions. Therefore, the data-
ow architecture is a costly solution
with respect to scheduling.

The data-
ow architecture doesn't seem to be a fully developed and established archi-
tecture. It may have overcome the von Neumann bottleneck, but it has created many other
technical problems that are not problems in the traditional von Neumann architecture. It
has not essentially broken the von Neumann \barrier." The data-
ow architecture itself is
premature to apply to our target class of real-time applications that require extensive vector
operations.

The RISC or Reduced Instruction Set Computer architecture is the architecture that improves
performance by simplifying machine instructions and executing as many instructions as
possible within a CPU without referencing main memory [145], [155], [75], [147], [183].

The traditional computer architecture had been moving towards the integration of more
functionality in machine instructions with the help of microprogramming. This type of archi-
tecture is called the Complex Instruction Set Computer or CISC architecture. As discussed
in [146], the design of the CISC architecture is not always cost-e�ective with the advances
in VLSI technologies, since the design time is expanded and design errors are increased due
to the high design complexity. Although the complex instructions can provide more func-
tionality than the simple instructions, it is not an easy task for compilers to generate the
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complex instructions. If compilers cannot generate these complex instructions, the part of
the architecture dedicated to the functions for the complex instructions is not used. The
chip area used for the functions for the complex instructions can be more e�ectively used for
more useful functions like a larger set of registers and on-chip cache memory in the RISC
architecture. Thus, the basic idea behind the RISC architecture is the simplicity in design
and the high performance with more commonly used system-wide functions.

The RISC architecture requires a good optimizing compiler. The compiler for the archi-
tecture has to perform extensive optimizations to reduce the total size of code; otherwise,
the size of code tends to be much larger than that for the CISC architecture, since the RISC
architecture provides a set of simple instructions. The optimizing compiler also has to keep
as many operations as possible within the processor without referencing the external mem-
ory, using a larger set of registers provided by the RISC architecture. Register allocation is
very important for this purpose. The optimizing compiler also has to deal with the pipeline
break with branch instructions, which may change the instruction stream and require the
pipeline 
ush, leading to degradation in performance.

The RISC architecture is now getting popular in the design of high-performance com-
mercial microprocessors: Motorola 88000 [6], MIPS R3000 [157], and Hewlett-Packard PA
[114], to name but a few. The RISC architecture is basically a general-purpose processor
architecture to be implemented on a VLSI chip. It provides no special advantages for vector
operations required for the target class of real-time applications. However, it can be used
for general system control.

The superscalar architecture is the architecture that improves performance by concurrent
execution of scalar instructions [88]. The superscalar techniques can apply to both RISC
and CISC architectures, since they mainly concern the processor organization, independent
of the instruction set and other architectural features. One of the attractive features of
the superscalar architecture is the code compatibility with the existing architectures. In
principle, it does not require any modi�cation of the code written for a RISC/CISC processor,
if the superscalar techniques are applied to the processor organization.

The basic idea behind the superscalar architecture is to exploit the instruction-level
parallelism with the lookahead capability to examine instructions beyond the current point of
execution. The superscalar processor fetches a subsequence of instructions from the complete
sequence of instructions stored in memory and checks to see if there are instructions in the
subsequence which can execute in parallel without any con
icts. If the processor �nds
those instructions, it issues them to multiple functional units. Otherwise, it serializes the
instruction execution to avoid the inconsistency in the processor state.
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A sequence of instructions can have three factors that limit the performance of a super-
scalar processor: data dependencies, procedural dependencies, and resource con
icts [88]. A
data dependency exists if an instruction uses a value produced by a previous instruction.
In this case, the instruction has to wait until the previous instruction produces its result
value. A procedural dependency exists if a conditional branch instruction occurs in a se-
quence of instructions. In this case, the processor can not execute the instructions following
the branch instruction until the branch instruction is executed. A resource con
ict exists if
an instruction uses the same resource that the previous instruction uses. In this case, the
processor has to delay the instruction until the previous instruction �nishes and releases the
resource. All of these factors cause the serialization of instruction execution, limiting the
performance of the processor. See the studies on the available instruction-level parallelism
by N. P. Jouppi and D. W. Wall in [90] and by D. W. Wall in [182].

The superscalar architecture is very useful when we design a new processor that exe-
cutes the code written for a scalar processor with higher performance. It is also suited for
executing the instructions generated by the traditional compilers in a traditional execution
environment. However, it is not suitable for our target class of applications, because the
our goal is to design the real-time system architecture to meet timing requirements imposed
by the real-time applications, not to speed up the execution of existing programs. We have
no software compatibility problems, for which the superscalar architecture works well. The
superscalar architecture is a solution to speeding up the ordinary programs involving many
irregular operations, whereas our target applications are based on vector operations which
are very regular. We can exploit the regularity of vector operations for architectural design.
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This chapter presents the design concepts of the real-time computing system architecture for
the target class of real-time applications. It also presents theoretical models for performance
and execution.

We are interested in the design of a real-time computing system architecture that is suitable
for the target class of real-time applications described in Chapter 2, that is, the class of real-
time applications that handle a large volume of periodic real-time data, on which a variety
of vector operations are performed.

In Chapter 3, we have reviewed the major existing computing system architectures. Some
of them are not quite suitable for the target class of real-time applications. They include the
dedicated, parallel, massively parallel, hypercube, data-
ow, and superscalar architectures.
The others (pipeline, systolic, VLIW, and RISC architectures) have some features suitable
for the target applications. Especially, the pipeline architecture matches vector operations
very well, and is the basic architecture for the target class of real-time applications. How-
ever, the pipeline structure employed in the commercial supercomputers is too general; we
can optimize it with the characteristics of the target applications. Synchronous pipeline
computations in the systolic architecture are also a useful feature for the target applications.
The feature of the VLIW architecture can be used in our architecture without worrying
much about switching of instruction streams, because vector operations are provided in the
loop constructs in many cases. The RISC architecture is useful for the control of vector
computations.

The major timing constraints come from the periodicity of the input data. All the re-
quired tasks for a set of input data must �nish until the next set of data comes in. For
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such a timing requirement, the statistical or probabilistic behavior of the system is undesir-
able. If there are many statistical factors in the architecture, it is very di�cult to ensure
the timing correctness of the system, and it is also di�cult to trace the timing errors when
they ever occur. Many of the state-of-the-art techniques in computer architecture can sta-
tistically provide high performance. Cache memory is a typical example of the statistical
system components. It can signi�cantly speed up memory references with more than 90% hit
ratios. However, its behavior heavily depends on the memory access patterns of application
programs and the operating system. It also depends on the history of memory accesses.

Since the existing computing systems are not suitable for the target class of real-time
applications, we need to design a new architecture that is capable of handling the target
real-time data. First, the architecture has a system structure that 
ows a large volume of
real-time data smoothly without any blockage. Since the volume of data is large, it can
process data in an on-line fashion; it has to store data in a memory. In order to 
ow data
freely, the system needs to have some form of pipeline processing. All the pipeline stages
must be built around memory. The memory need to be organized to have four banks that
can operate independently. The �rst of them is used to store a set of input real-time data,
the second to store a set of data for processing, the third to store a set of result data after
processing, and the fourth to store the data for output. They need to operate at the rate of
real-time data input, so that real-time data 
ow through the system like a free-
owing water.
In order for the four memory banks to operate independently, they have to be connected
to four data buses so that each memory bank can use one of the data buses without any
con
ict.

At one of the system-level pipeline stages, vector operations are performed on the input
data in an execution unit. It is well known that vector operations have an a�nity for
pipeline processing. It is not reasonable to have a pipeline for each computation aspect
of the application, since it requires an unreasonable amount of hardware. Computational
resources must be shared among all the computational aspects of the application to make
the amount of hardware reasonable. No matter how complicated a vector operation is, they
can be decomposed into arithmetic-operation-level vector operations, such as arithmetic-
logic, shift, and multiply operations. Therefore, in the new architecture, the arithmetic-
operation-level functional modules are the computational resources to be shared and to be
interconnected to form one or more pipelines for the required computations.

The interconnections of the computational resources need to be changed dynamically for
di�erent vector operations. A cross-bar switch could provide all the possible interconnections
of the computational resources, but would be very expensive. A less expensive switching
network is desirable for changing the interconnections. The detailed analysis of the vector
computations required by the application can determine the set of computational resources
(number and kind) and their possible interconnections. The types and numbers of the
computational resources could be systematically determined, but it is beyond the scope of
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this thesis. All the interconnections of computational resources should form pipelines to
support for the pipelined vector operations; each computational resource also needs to be
pipelined so that the interconnected resources can be pipelined.

Pipeline processing does not involve any statistical or probabilistic behavior; operations
are applied on data at each pipeline stage, regularly at each clock cycle. It is easy to check the
processing timings in the computation network, because it is predictable when a particular
data item comes in and out. Given a set of computational resources, the design of a pipeline
for a vector operation determines the processing time, which can be computed from the
total number of pipeline stages from input to output. Thus the dynamically recon�gurable
computation network addresses the issues of timings as well as those of resource sharing.

The following sections present performance and execution models for the new architec-
ture. The performance models give the theoretical performance achieved by vector operations
and pipeline processing, upon which the new architecture is based. They are derived from
the well-known results in the computer science and engineering �elds. They show the limits
of the performance gain with vector and pipeline operations. The execution model gives a
theoretical model for execution and presents the programmability of the new architecture
based on the dynamically recon�gured arithmetic pipelines. It is derived from the work done
by some other researchers. It is important particularly from the software point of view. It
includes the techniques to convert a loop construct to a pipeline network. It is also a basis
for the possible design tools, which are beyond the scope of this thesis.

Parallel/Vector Performance Model

Amdahl's Law is well-known as to parallel performance [7]. De�ne N , s and p as follows:
N = the number of processors, s = the time spent by a serial processor on a sequential
portion of a program, and p = the time spent by a serial processor on a portion of a program
that can be executed in parallel. Then Amdhal's Law says that the speedup S obtained by
executing the program with N processors is given by

S =
1

s + p=N
; (4:1)

where s+ p = 1. If we substitute p with 1 � s, then we obtain

S =
1

s+ (1� s)=N
: (4:2)

This is illustrated in Figure 4.1 with N = 1000. It shows that the speedup obtained with
1000 processors is only 500.3, 333.6, 250.2, and 200.2 if the sequential portion of the program
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Figure 4.1: Speedup under Amdahl's Law.
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is 0.1%, 0.2%, 0.3%, and 0.4%, respectively. Based on this equation, W. H. Ware showed
that even a small amount of serial processing can signi�cantly reduce the e�ectiveness of a
multiprocessor [184]. G. M. Amdahl argued in [7] that since parallel performance is limited
by the amount of the sequential portion of a program, the single processor approach is the
way to go. Although the current trend in computing technologies shows the clear direction
towards parallel computing with multiple processors [150], [63], [69], it is an unquestionable
fact that the sequential portion of a program limits the performance any parallel computing
system can achieve. Many e�orts are being made to reduce as much sequential portion of a
program as possible.

J. Worlton presented more elaborate discussions about parallel processing in [193]. He
used the following model:

B =
1

FH � TH + FL � TL
; (4:3)

where

B = results generated per unit time,
FH = the fraction of results generated in high-speed mode,
TH = the time to generate a single result in high-speed mode,
FL = the fraction of results generated in low-speed mode, and
TL = the time to generate a single result in low-speed mode.

It models a computer that operates in the high-speed and low-speed modes, implying the
parallel and sequential modes, respectively. If we consider the e�ect of the enormously fast
high-speed mode, that is, TH � 0, then

B �
1

FL � TL
: (4:4)

This indicates that the speed of a computer having two modes of operation is limited by its
low-speed mode given the fraction of results generated in that mode.

If we divide by TH the numerator and denominator of Equation 4.3, then we get

B =
BH

FH + FL � (TL=TH)
; (4:5)

where BH = 1=TH . This form of the model shows the e�ect of the ratio TL=TH on B. As
the ratio increases, the e�ect of FL also increases.

Based on these performance models given by Amdahl and Worlton, we now formulate
our performance model.
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Figure 4.2: Sequential vs. Vector Execution.

Assume that a task T consists of two portions, Ts and Tv, where Ts is the sequential
portion of the task that can be performed only by sequential operations, and Tv the vector
portion that can be performed by vector operations. Let rs and rv be the fractions of the
task corresponding to Ts and Tv, respectively, where

rs + rv = 1 : (4:6)

Let ts and tv be the sequential execution time of T and the execution time of T when Tv
is performed by vector operations, respectively. This is illustrated in Figure 4.2.

Let A be the acceleration factor de�ned as the ratio of vector operations to sequential op-
erations for Tv. Then, the total speedup S obtained by vector operations for T is represented
by

S =
ts
tv

(4.7)

=
1

rs + rv=A
: (4.8)

If the acceleration factor A is so large that 1=A is negligibly small, that is, 1=A � 0, then
we get
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S �
1

rs
: (4:9)

Figure 4.3 shows the speedup with various values of rs and A. For example, if rs = 0:01,
rv = 0:99 and A = 100, then S = 1=0:0199 = 50:3. This means that if vector operations,
which are 100 times faster than the corresponding sequential operations, are applied to the
vector portion of the task, the total execution time of the task is reduced to 1.99% of its
sequential execution time, giving the speedup of 50.3. Figure 4.3 also shows that the speedup
obtained with a large value of the acceleration factor is not always greater than that with a
small value of the acceleration factor, depending on the ratio of the sequential portion. For
example, the speedup obtained with A = 100 and rs = 0:04 is less than that with A = 25
and rs = 0:005 (20.2 vs. 22.3).
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When we design a real-time system, we can determine the acceleration factor A to some
extent, since it is derived from the system's architectural features and technology. In general,
we can increase it by choosing expensive technology and adding expensive architectural
features. Given S = ts=tv and rs = 1 � rv, A is represented by

A =
1 � rs

1=S � rs
: (4:10)

For example, if S = 10 and rs = 0:05, then A = 19. It means that if we need the speedup
of 10 for the application with the sequential portion of 5%, we have to design a system that
executes the vector operations 19 times faster than the corresponding sequential operations.
Since the feasible value of A must be positive, the following condition must be satis�ed

rs � S < 1 : (4:11)

That is, the product of the expected speedup and the sequential portion must be less than
1.

Given the acceleration factor, we may have many options to achieve it in designing the
system. Then we choose one of them by taking into account the design factors to optimize
the system design.

A very similar argument holds for parallel processing. In this case, we consider a task T
consisting of Ts (a sequential portion) and Tp (a parallel portion). We use rp (the fraction
of the parallel portion) instead of rv, and tp (the parallel execution time of Tv) instead of tv.
A should be interpreted as the acceleration factor de�ned as the ratio of parallel operations
to sequential operations for Tp. This is illustrated in Figure 4.4, which is very similar to
Figure 4.2.

A task T can be processed by parallel and vector processing. Consider a task T that
consists of a sequential portion Ts and a vector portion Tv, which in turn consists of a
sequential portion Tvs and a parallel portion Tvp. De�ne rs, rv, rvs and rvp as follows:

rs = the sequential fraction of T ,
rv = the vector fraction of T ,
rvs = the sequential fraction of Tv, and
rvp = the parallel fraction of Tv,

where

rs + rv = 1 ; (4.12)

rvs + rvp = 1 : (4.13)
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Figure 4.4: Sequential vs. Parallel Execution.

Let ts, tv, and tvp be the sequential execution time of T , the execution time of T when Tv
is processed by vector processing, and the execution time of T when Tv is processed by vector
processing and Tvp is processed by parallel processing. This is illustrated in Figure 4.5.

The vector execution time tv and the parallel vector execution time tvp are given by

tv = rs � ts + rv � ts=Av ; (4.14)

tvp = rs � ts + rvs � tvv + rvp � tvv=Avp ; (4.15)

tvv = rv � ts=Av ; (4.16)

where

Av = the vector acceleration factor, and
Avp = the parallel vector acceleration factor.

The total speedup S is given by

S =
ts
tvp

(4.17)

=
1

rs + (rvs + rvp=Avp) � rv=Av

(4.18)

=
1

rs + rvs � rv=Av + rvs � rv=(Av �Avp)
: (4.19)
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Figure 4.6: k-Stage Pipeline.

Pipeline Performance Model

We consider a uniform-delay pipeline, which is simple and widely used in many pipeline
computing systems.

Figure 4.6 shows a k-stage uniform-delay pipeline. Let k, � , and n be the number of
pipeline stages, the clock period per stage, and the number of data, respectively.

Let Tk be the execution time of n data with a k-stage pipeline processor. It is given by

Tk = k � � + (n� 1) � � (4.20)

= (k � 1) � � + n � � : (4.21)

where (k � 1) � � is the startup time, and n � � is the apparent data processing time for n
data items, each per � . This is illustrated in Figure 4.7.

Let T1 be the execution time of n data with the equivalent non-pipeline processor. It is
given by

T1 = n � k � � : (4:22)

Then the speedup Sk of the k-stage pipeline processor over the equivalent non-pipeline
processor is

Sk =
T1
Tk

=
n � k � �

(k � 1) � � + n � �
=

n � k

k + n� 1
: (4:23)

If n � k, that is, the number of data is very large compared to the number of pipeline
stages, then

Sk � k : (4:24)
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The maximum speedup with a k-stage pipeline processor is equal to the number of pipeline
stages. Figure 4.8 shows the speedup of pipeline processing when n = 1, 5, 10, 20, : : : , 100
with k = 10.

We now consider a problem of processing multiple data sets in pipeline. Let n and m be
the number of data items in a data set and the number of data sets, respectively. The total
number of data item is given by

N = m � n : (4:25)

Assume that each data set is processed with a k-stage pipeline processor. Then the total
processing time T 0

k is given by

T 0

k = f(k � 1) � � + n � �g �m+ (m� 1) � s � � (4.26)

= f(n+ k + s� 1) �m� sg � � ; (4.27)

where s � � is the setup time between one data set and the next. This is shown in Figure 4.9.
The speedup S 0

k is given by

S 0

k =
T1
T 0

k

(4.28)

=
mnk

(n+ k + s� 1)m� s
: (4.29)

If m� s, then

S 0

k �
nk

n+ k + s� 1
: (4:30)
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If n is large compared to k + s� 1, then S 0

k is almost equal to k. If s = �(k � 1), then

S 0

k =
mnk

nmk � s
: (4:31)

The setup time s has a negative e�ect on the total pipeline performance, although it
doesn't a�ect the performance for processing each set of data. We may have several cases
where data is partitioned into multiple data sets for processing. One of the cases is a natural
case where data are sampled in groups at intervals. Another case is a situation that arises
from some restrictions of the system. For example, if the system has a limited number of
registers (e.g., vector registers), it has to process data that can be stored in the registers. In
this case, the system has to store the computation results in the registers before loading the
next set of data into the registers. The limited size of memories causes a similar situation.
Yet another case is the situation where the application algorithm has to handle data sets
separately.

We have investigated the performance of the pipeline through which data continuosly

ow. There are some cases in which a pipeline can not be �lled with data for some reasons.
In these cases, we use dummy data to �ll up the pipeline, rather than controlling clocking
to the pipeline. Consider a k-stage pipeline that processes actual data and dummy data.
Assume that data are organized in groups of k data items and that each group contains c
actual data and k � c dummy data (0 � c � k). Actual and dummy data alternately enter
the pipeline; the pipeline processes c actual data and k � c dummy data at any moment.
Figure 4.10 illustrates the situation.

Now we consider the speedup for the case with actual and dummy data 
owing alternately
through a pipeline. Let T 00

k be the execution time for n actual data with a k-stage pipeline.
The pipeline processes k � c dummy data for every c actual data; the total number of data
is nk=c, instead of n. Then T 00

k is given by

T 00

k = f(k � 1) + nk=cg � � ; (4:32)

where � is the clock period per stage. The speedup S00

k is then given by

S00

k =
T1
T 00

k

=
nk

(k � 1) + nk=c
: (4:33)

If n� 1, then

S00

k � c : (4:34)

This means that the speedup obtained with a k-stage pipeline is close to the number of
actual data per group of k data items, not to the number of the pipeline stages k. That is,
the speedup is bounded not by the number of stages but by the number of actual data when
the pipeline alternately processes actual and dummy data.
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Vector Loops

Many scienti�c and engineering applications, including real-time applications, involve vector
computations, which are typically identi�ed in loop constructs in high-level language pro-
grams. Not all of the loop constructs are in the vector form. The loop constructs that are
amenable to vector processing are called vector loops. We distinguish the vector loops from
other loops by using a vector for construct.

Consider a simple vector-scalar multiplication as follows:

v = w � s: (4:35)

where v and w are n-element vectors and s is a scalar. Each element of the vector v can be
computed as follows:

vi = wi � s for i = 1; 2; : : : ; n: (4:36)

This computation can be programmed using a C-like language as shown below:

for ( i = 1; i <= n; i++ )
f

v[i] = w[i] � s;
g

Since it is in the vector form, it can be expressed with a vector for loop as follows:

vector for ( i = 1; i <= n; i++ )
f

v[i] = w[i] � s;
g

Consider another example of a matrix multiplication given by

A = B�C; (4:37)

where A, B, and C are all matrices of n�n. Each element of A can be computed as follows:

aij =
nX

k=1

bik � ckj : (4:38)

This matrix multiplication can be programmed with three nesting for loops. Since the
vector loop is limited to the innermost loop, the program with the vector for loop is de-
scribed as follows:
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for ( i = 1; i <= n; i++ )
f

for ( j = 1; j <= n; j ++ )
f

a[i][j] = 0;
vector for ( k = 1; k <= n; k ++ )
f

a[i][j] = a[i][j] + b[i][k] � c[k][j];
g

g
g

We are concerned with the vector for loops. In the following sections, we present the
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Figure 4.12: A Logical Machine Model.

techniques to generate a pipeline network from a vector for loop. The procedural 
ow for
generating a pipeline network from a for loop is shown in Figure 4.11. The 
ow starts with
a given for loop in the �rst box. Through some loop transformations, which are beyond
the scope of this thesis, for loops are transformed to vector for loops in the second box.
Then they are represented by vector 
ow graphs in the third box, using the compilation
algorithms. The vector 
ow graphs are then converted to pipeline network graphs in the
fourth box through several transformations (pipeline chaining, delay insertion, etc.). The
pipeline network graph is an abstract network graph for a particular logical pipeline network
con�guration.

The Logical Vector Machine Model

We de�ne a logical vector machine model that executes the vector for loops in pipeline.
Its general structure is illustrated in Figure 4.12. In this �gure, VRs are vector registers
that hold input, output and intermediate vector data, IM is an input module that reads
vector data from VRs, OM is an output module that writes vector data into VRs, and FM
is a functional module that performs some arithmetic on vector data. These modules are
interconnected via a switching network. We assume that all the vector data to be processed
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are stored in VRs and all the result vector data are also stored in VRs.

An FM is either a single-cycle module or a multi-cycle module. A single-cycle module
takes one pipeline cycle in processing vector data; a multi-cycle module is a pipeline module
and takes multiple cycles in processing vector data. If all the FMs are single-cycle modules,
the interconnections of these FMs through the switching network form one or more pipelines.
If multi-cycle modules are included, then their interconnections through the switching net-
work form two-level pipeline networks.

The switching network can be a set of data buses, a crossbar switch, or a multi-stage
interconnection network. For simplicity, we ignore the delay of the switching network and
assume no restrictions on the interconnections of modules. Here we assume that there are an
arbitrary number of data buses available for connections, numbered B1, B2, B3, : : : , in the
switching network. We also assume that the CONNECT command is available to connect
one module to the speci�ed data bus. For example, consider the following three CONNECT
commands.

CONNECT ALU5.S B3;
CONNECT ALU5.A B2;
CONNECT ALU5.B B7;

The �rst CONNECT command connects the output S of the functional module ALU5 to the
data bus B3, the second CONNECT command connects the input A of ALU5 to B2, and
the third CONNECT command connects the input B of ALU5 to B7. Using the CONNECT
command, we can \program" the switching network to form logical connections between
modules for a particular operation. We assume that the connections made by the CONNECT
commands stay valid until the DISCONNECT command is used to disconnect them. All
the modules are disconnected from the data buses by issuing

DISCONNECT ALL;

and one module is disconnected from the data buses by

DISCONNECT ALU5;

The last command disconnects all the inputs (A and B) and output (S) of the module ALU5

from the data buses.

Vector Flow Graph

A vector 
ow graph is a graphical representation of a vector for loop and is a special form
of a 
ow graph.

A 
ow graph G = (V;E) is a directed graph where
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Figure 4.13: An Example Flow Graph.

V = fv1; v2; : : : ; vng: a set of nodes; and
E = fe1; e2; : : : ; emg: a set of edges.

A node vi is either an operation node, an input node, or an output node. The input and
output nodes are distinguished from the operation nodes due to their special roles.

A 
ow graph is produced from a program segment written in a C-like high-level language.
Consider the following program segment:

x = a � b;
y = x+ c;
y = x � y;

where the variables a, b, c, x, y, and z are all scalars. The corresponding 
ow graph is shown
in Figure 4.13. This 
ow graph is represented by G = (V;E), where

V = fv1; : : : ; v9g; and
E = fe1; : : : ; e9g.
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In Figure 4.13, v1, v2, and v3 are input nodes (for a, b, and c, respectively), v4, v5, and v6
are output nodes (for x, y, and z, respectively), and v7, v8, and v9 are operation nodes (for
*, +, and *, respectively).

A 
ow graph produced from the body of a vector for loop is called the vector 
ow graph.
For example, consider the following program segment with a vector for loop:

vector for ( i = 1; i <= 100; i++ )
f

x[i] = a[i] � b[i] + c[i];
g

The vector 
ow graph for the body of this vector for loop is shown in Figure 4.18.

We assume that the body of the vector for loop consists of a sequence of assignment
statements, whose lefthand side is a vector element. We call these assignment statements
vector assignment statements. A vector 
ow graph is created from each vector assignment
statement. Since one assignment statement has only one output, the vector 
ow graph
produced from it is a tree. We call it a vector assignment tree. The following algorithm
creates a vector assignment tree for a given assignment statement.

[Vector Assignment Tree Generation Algorithm]

Input: A vector assignment statement S
Output: A vector assignment tree T

Procedure:

Step 1: Create an output node vout for the vector element on the lefthand side.

Step 2: Create an input nodes vinj
for each unique variable on the righthand

side.

Step 3: Create an operation node vi for each operator on the righthand side.

Step 4: Create an edge ek from an operator to its operand.

The vector assignment tree is basically a syntax tree. It is easily created from the post�x
form of the righthand side of the vector assignment statement. Scanning the post�x form
from left to right, create an input node if the token is a variable and it is unique, or create
an operation node if the token is an operator. When an operator node is created, create the
edge(s) between the operator and the previous one or two variables, depending on the type
of the operator.
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The body of a vector for loop may consist of more than one vector assignment state-
ment. If two consecutive vector assignments have some variables in common, two separately
generated vector assignment trees can be merged. If the output vector element of a vector
assignment statement appears on the righthand side of the subsequent vector assignment
statement, Then the merging operation is called chaining. If the two assignment statements
have no common variables, then no e�ective merging operation takes place. This procedure
is described as follows:

[Vector Assignment Tree Merge Algorithm]

Input: two vector assignment trees T1 and T2
Output: a vector 
ow graph G

Procedure:

Step 1: If there are common input nodes in T1 and T2, then eliminate one of
them and connect all the edges connected to it to the other one.

Step 2: If there is an input node in T2 that has the same label (the associated
variable) the output node of T1 has, then eliminate that node and
connect all the outgoing edges from the node to the output node.

Step 3: Create a graph with all the nodes and edges.

Figure 4.14 shows an example of the tree merge, where trees T1 and T2 are merged. The
output node of T1 is connected to an input node of T2 (both of them denote the identical
data x[i]). Since T1 and T2 have the same input a[i], the input of T2 is eliminated and an
edge from the input of T1 is added.

This algorithm can be applied successively to all the vector assignment statements in a
vector for loop, producing a vector 
ow graph. Now we describe the procedure that creates
a vector 
ow graph from a vector for loop.

[Vector Loop Compilation Algorithm]

Input: the body of a vector for loop L

Output: a vector 
ow graph G

Procedure:
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f

S1;
S2;

Sk;
Sk+1;

g

?

Vector Flow Graph

Vector Assignment Tree

-

-

�

merge

Figure 4.15: Constructing a Vector Flow Graph.

Step 1: Create a vector assignment tree for each of the vector assignment
statement in L using the vector assignment tree generation algorithm.

Step 2: Create a vector 
ow graph G by applying the vector assignment tree
merge algorithm successively to the vector assignment trees created in
Step 1.

Figure 4.15 illustrates this process, where the vector assignment tree created from the
statement Sk+1 is merged into the vector 
ow graph created from the statements S1, S2, : : : ,
Sk.

Pipeline Network Graph

A pipeline network graph is an abstract network graph that re
ects the logical con�guration
of a machine model. It can be directly implemented on the logical vector machine model.
Figure 4.16 shows an example pipeline network graph. Figure 4.17 is a simpli�ed graph.
In these graphs, FADD is a pipeline 
oating-point adder module with 5 pipeline stages,
FMUL is a pipeline 
oating-point multiplier module with 4 pipeline stages, and PDLY is
a programmable delay module programmed for 4 stages. Both of the graphs represent the
pipeline network for the following computations:
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vector for ( i = 1; i <= 100; i++ )
f

x[i] = a[i] � b[i] + c[i];
g

The vector 
ow graph generated from this vector for loop is shown in Figure 4.18.

The di�erence between the vector 
ow graph and the pipeline network graph is the
existence of the delay module in the pipeline network. The vector 
ow graph is a syntax tree
of the statements in the vector for loop and represents the dependencies of data, whereas
the pipeline network graph represents the data 
ows through the pipeline. In order to obtain
the pipeline network graph for a given vector for loop or its vector 
ow graph, a procedure
is required to insert the delays to synchronize the data 
ows. The synchronous data 
ow
is essential to pipeline processing. In order to keep the consistency in pipeline processing,
all the paths from an input to an output must include the same number of pipeline stages.
Delay insertion is required to make all the data go through the same number of pipeline
stages.

Delay Insertion

Delay insertion is a transformation on a vector 
ow graph to obtain a pipeline network graph
that is directly implementable on the logical vector machine model.
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A set of data 
owing through the pipeline network at the same time is called a wavefront.
A wavefront consists of data (vector elements) that came out of input nodes at the same
time. We can de�ne the validity of the pipeline network using the wavefront. Assume that
all the data of a wavefront are in input modules at cycle 0. We say that a wavefront is
at the (pipeline) stage k if all the data of the wavefront are at the stage k. The pipeline
network is valid if a wavefront is at the stage k at cycle k; otherwise, it is invalid. If the
pipeline network is valid, then data in a wavefront reach the output nodes at the same time.
Figure 4.19 shows wavefronts.

Coming out of the input nodes, a wavefront reaches the operation nodes connected from
the input nodes through their outgoing edges. Then it propagates through the operation
nodes and go to the next operation nodes through the connected edges. Since di�erent
operation nodes may have di�erent delays, some data of the wavefront may come out of the
operation nodes and the others stay at the operation nodes. As long as the pipeline network
is valid, however, the wavefront should be at the stage k at cycle k.

The following delay insertion algorithm makes the pipeline network valid.

[Delay Insertion Algorithm]

Input: a vector 
ow graph G

Output: a pipeline network graph P

Procedure:

Step 1: Assign the delay to each operation node in G. The delay is the number
of stages in the pipeline formed in the operation node.

Step 2: From each input node, follow all the edges and nodes on the path(s)
to the output module(s) in the breadth-�rst fashion. Assign 0 to all
the outgoing edges of all the input nodes. Follow the outgoing edges
of the input nodes.

Let Nin(i) be the number of incoming edges of the operation node vi.
Similarly, let Nout(i) be the number of outgoing edges of the operation
node vi.

Step 2a: At each operation node vi:

Step 2a-1: If Nin = 1, then A(i) = the value assigned to the incoming edge.

Step 2a-2: If Nin > 1, then A(i) = the max of the values assigned to the incoming
edges.

Step 2a-3: If Nin > 1, for each edge whose assigned value (x) is less than A(i),
insert the delay node of A(i)� x in the middle of the edge.
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Step 2b: At each outgoing edge of the operation node vi, assign d+A(i) to it,
where d is the delay of the operation node vi.

Step 2c: Follow each outgoing edge of the operation node vi and repeat Step
(2a) until it reaches the output node.

Step 3: Compare all the values assigned to the edges going to the output nodes
and take the maximum as M . Then insert the delay of M � v on each
of the edges with the value v.

Figure 4.20 shows an example of delay insertion, where �ve delays are inserted.

In the above-mentioned algorithm, a delay is inserted so that each operation node receives
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its operands in the same wavefront. Since all the operation nodes receive their operands in
the same wavefront in the transformed graph, it is a valid pipeline network.

Vector Reductions

A general vector-reduction function g is de�ned by

g : V1 � V2 � � � � � Vk ! S; (4:39)

where g is a k-ary function, Vi for i = 1; 2; : : : ; k are vectors, and S is a scalar. For instance,
the inner product is a binary vector-reduction function (k = 2). Here we consider only the
unary vector-reduction function f , that is,

f : V ! S: (4:40)

Let v be a vector with n elements. Consider the vector-reduction of the form:

x = v1 � v2 � � � � � vn; (4:41)

where � is a binary operator de�ned by f . It can be programmed as follows:

x = v[1];
for ( i = 1; i < N ; i++ )
f

x = x � v[i];
g

where x is a scalar variable.

If the operation module for � has k pipeline stages in it, then the program can be rewritten
as follows:

x[0] = x[�1] = � � � = x[�(k � 1)] = a;
vector for ( i = 1; i < N ; i++ )
f

x[i] = x[i� k] � v[i];
g
z = x[N � 1] � x[N � 2] � � � � � x[N � k];
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where a � x = x for any x. In this program, x[N � j] for 1 � k is given by

x[N � j] = v[N � j] � v[N � j � k] � v[N � j � 2k] � � � � : (4:42)

Because of the k pipeline stages in the operation module, the last k elements of the vector
x have to be added up with � after the vector for loop. This vector for loop can be
implemented with a feedback path as shown in Figure 4.21.

If there are k similar statements in the vector for loop, then

x1 = v1[1];
:

xk = vk[1];
for ( i = 1; i < N ; i++ )
f

x1 = x1 � v1[i];
:

xk = xk � vk[i];
g

In this case, k independent statements are alternately processed in the same pipeline. If there
are fewer indenpendent statemenst, we can add dummy statements. Then the performance
of the pipeline is bounded by the number of actual data items per group of k data items, as
discussed in the previous chapter.

Linear Recurrences

An m-th order linear recurrence system of n equations R < n;m > is de�ned for m � n� 1
by

xi = 0 for i � 0; (4.43)

xi = ci +
i�1X

j=i�m

aijxj for 1 � i � n: (4.44)

It has the form

xi = ci + ai;i�mxi�m + ai;i�m+1xi�m+1 + � � �+ ai;i�1xi�1 for i = 1;2; : : : ; n: (4:45)

For example, an R < 5; 2 > system has the form

x1 = c1; (4.46)
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x2 = c2 + a21x1; (4.47)

x3 = c3 + a31x1 + a32x2; (4.48)

x4 = c4 + a42x2 + a43x3; (4.49)

x5 = c5 + a53x3 + a54x4: (4.50)

Ifm = n�1, the system is called a general linear recurrence system and denoted byR < n >.

Consider the following program segment

/* c > 0 */
for ( i = c+ 1; i < N ; i++ )
f

x[i] = a[i] � x[i� c];
g

where � denotes some arithmetic operation. In this assignment statement, the i-th element
of the vector x is computed using the (i � c)-th element of the same vector. Because of
this dependency, x[i] can not be computed until x[i� c] is computed. We assume that the
operation module for the operation � has k pipeline stages in it.

If k < c, then the pipeline network can be con�gured with a feedback path and a delay.
For example, consider

vector for ( i = 6; i < 100; i++ )
f

x[i] = a[i] � x[i� 5];
g

If the operation module that performs � has 3 pipeline stages in it, it can be computed with
the pipeline network graph shown in Figure 4.22, which shows a snap shot at i = 15.

In the case of k < c, we can con�gure the pipeline network without a feedback path as
shown in Figure 4.23. Since k < c, x[i] can be computed with a[i] and x[i� c], both read
from the VRs, and stored into the VRs.

If k � c, then we need to rewrite the program by rewriting the vector assignment state-
ment. x[i] can be expressed as follows:

x[i] = a[i] � a[i� c] � x[i� 2c];
x[i] = a[i] � a[i� c] � a[i� 2c] � x[i� 3c];
� � �
x[i] = a[i] � � � � � a[i� (t� 1)c] � x[i� tc];
� � �
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Choose the smallest value of t such that k < tc. Then x[c+1], x[c+2], : : : , x[tc] have to be
precomputed before the vector for loop. As an example, consider

for ( i = 4; i < 100; i++ )
f
x[i] = a[i] � x[i� 3];
g

If the operation module for � has 7 pipeline stages in it, then the loop is rewritten as follows:

x[4] = a[4] � x[1];
x[5] = a[5] � x[2];
� � �
x[9] = a[9] � x[6];
vector for ( i = 10; i < 100; i++ )
f
x[i] = a0[i] � x[i� 9];
g

where a0[i] is assumed to be precomputed by

a0[i] = a[i] � a[i� 3] � a[i� 9].
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Then we can apply the method for k < c to the transformed vector for loop.

Another way to handle the case of k � c is to insert k � c dummy statements in the
vector for loop so that x[i] can be computed with x[i� c] after x[i� c] has been computed.
This method requires groups of k data items, including c actual data items and k�c dummy
data items. In processing each group of k data items, x[i], x[i+ 1], x[i+ 2], : : : , x[i+ c� 1]
are computed. This is illustrated in Figure 4.24. As discussed in the previous chapter, the
pipeline performance is bounded by c < k in this case.
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In this chapter, we propose a computing system architecture, called the Dynamically Recon-

�gurable Architecture or DRA, for the target class of real-time computing. We focus on the
major architectural features.

The DRA system consists of the following system components:

� Scalar Processor Unit (SPU)
� Vector Processor Unit (VPU)
� Global Memory Unit (GMU)
� Input/Output Units (IOUs)

The SPU is an autonomous processor unit that performs scalar operations and system
control operations. The VPU is a semi-autonomous processor unit that performs vector
operations under the control of the SPU. The GMU is a memory unit that stores input,
intermediate, and output data. The IOUs are the units for input and output operations.

As shown in Figure 5.1, these system components are interconnected via four system
buses. Two of them are used to transfer data between the GMU and IOUs; the other two
buses are used to transfer data between the GMU and the VPU. Four system buses allow
the system to perform input/output operations and vector operations at the same time.
Each bus can be used for any type of data transfer operation. In one of the typical system
activities, the following data transfer operations might be performed in parallel:

� IOU to GMU: real-time data input
� GMU to IOU: real-time data display
� GMU to VPU: inputs for vector computations
� VPU to GMU: results of vector computations
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The capability of these four parallel data transfer operations enables the system to operate
globally in pipeline. This system-wide pipeline consists of �ve stages: the �rst stage for real-
time data input, the second for vector data input, the third for vector computations, the
fourth for vector data output, and the �fth for result data output, as shown in Figure 5.2.

In general, the time spent for each data transfer operation is proportional to the number
of data (input real-time data); that is, O(n), where n is the number of data. However, the
time spent for vector computations is not necessarily in proportion to n. Although it depends
on the algorithms and the available resources, in many complex vector computations, it is
O(n log n) or O(n2), which is larger than O(n). In such a case, data transfer operations
terminate before vector computations �nish, if they start at the same time.

When we design a DRA system for a speci�c real-time application in the target class,
the time period of this system-wide pipeline is upper-bounded by the cycle time of periodic
real-time data input, which is the maximum time allowed for data transfer operations and
vector computations at the pipeline stages.

The Scalar Processor Unit or SPU performs scalar operations and controls the other system
components. It consists of the Scalar Memory Unit (SMU) and the Scalar Execution Unit
(SXU), as shown in Figure 5.3. The SXU is an autonomous processor that executes programs
stored in the SMU. It reads machine instructions from the SMU and executes them. Data
referenced by an instruction are also fetched from the SMU and the results of the instruction
execution are stored back to it. Data can be moved back and forth between the SMU and
the GMU by a DMA-like operation.

The SPU controls the other components through its control interface (control address and
control data) as shown in Figure 5.3. The control address is the address of the location to
access, and the control data is the data to send to the location or to receive from the location.
Control addresses are uniquely assigned to the various locations for control in the system
components. This interface is used to initiate vector operations in the VPU. As illustrated
in Figure 5.4, in a typical case, the SPU �rst prepares for a vector operation (Vi) in the VPU
(Ci) and then initiates the VPU using the control interface. After the VPU starts performing
the vector operation, the SPU does its own scalar task (S). When the VPU terminates the
vector operation, it signals the termination to the SPU by INT (interruption). The SPU
prepares for the next vector operation (Vi+1) and repeats the process.

The SPU can be a single-processor unit that contains a CPU (SXU) and a main memory
(SMU). It requires nothing special for the DRA and can be built with a commercial (RISC)
microprocessor.
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The Vector Processor Unit or VPU performs vector operations in pipeline under the control
of the SPU. It consists of the Vector Memory Unit (VMU), the Vector Execution Unit
(VXU), and the Vector Control Unit (VCU), as shown in Figure 5.5.

The VMU stores vector data, input, intermediate, and output. As shown in Figure 5.6, it
consists of four vector memory blocks so that four types of memory access can be performed
in parallel. Each memory block can process memory access requests independently. In
Figure 5.6, VMB0 is used for write from one of the memory buses, VMB1 for read to one of
the memory buses, VMB2 for read to the VXU, and VMB3 for write from the VXU. These
four types of memory access activities may continue, but the memory blocks used for each
memory access type may change. For example, at the next stage after the vector operation
terminates in the VXU, VMB0 may be used for read to the VXU, VMB1 for write from the
VXU, VMB2 for write from a memory bus, and VMB3 for read to a memory bus in the next
stage.

As shown in Figure 5.7, the VCU contains a control register (CR) that holds a very
long instruction to control the vector operations in the VXU. A sequence of instructions is
read into the control register from the control memory (CM) and sets up for a vector oper-
ation to be performed in the VXU. The instruction sequence is controlled by the sequencer
(SEQ). When the instruction sequence terminates with a halt operation, the formation of the
computation network in the VXU is complete and ready. The SPU speci�es the sequence
of instructions corresponding to a vector operation by giving the CM address of the �rst
instruction in the sequence, and then activates the sequencer. The last instruction of the
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sequence contains the halt operation, which inactivates the sequencer and signals it to the
SPU. The SPU checks to see that the sequence of instructions successfully terminates and
then activates the vector operation by turning on the activation 
ag in the activation control
register (ACT). The termination of a vector operation turns o� the activation 
ag in the
activation control register and signals it to the SPU by interrupt.

The design spectrum of the VCU is large. One end in the design spectrum is a single
instruction per one vector operation. In this case, the instruction contains the control �elds
for all the components in the computation network, and it stays active until the vector
operation terminates. The other end in the design spectrum is some encoding of multiple
control functions into one �eld of the instruction. In this case, there are types of instruction,
and the separate registers are required to hold the control data that are active during the
vector operation. In order to reduce the setup time for a vector operation, some design
inclined towards the �rst end is desirable.

The VXU is the execution unit of vector operations, where the computation network is
organized.
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The Global Memory Unit or GMU is a system-wide memory unit and connected to the four
memory buses. It is accessed from the other system components. As depicted in Figure 5.8,
it consists of four memory banks (MB0 through MB3); each bank is equipped with an access
controller (MCi) and can be accessed independently so that four data transfer operations,
each associated with a memory bank, can be performed in parallel.

Most of data transfer operations from/to the GMU involve a relatively large quantity of
data (vector data) that are stored regularly. A memory address generator is attached to each
memory bank to support a DMA-like operation. It is illustrated in Figure 5.9, the register
AR holds the current memory address and the register IR holds the address increment to be
added to the value in AR for the next memory location. With this address generator, the
memory address is automatically updated every time a memory request is received.

The Input/Output Units or IOUs are the input and/or output units. They depend heavily
on the I/O requirements. One of the input units is an input unit that takes real-time data
at a certain interval. It bu�ers real-time data and transfers them to a memory bank in the
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GMU via one of the memory buses. One of the output units may be an output unit that
sends data to a display. It reads data from a memory bank in the GMU through one of the
memory buses.

Other possible IOUs include a communication unit, a system diagnostic unit, a disk con-
trol unit, a program loading unit, and so forth. The communication unit handles serial-line
communications, network-based communications, etc. The system diagnostic unit provides
a means for diagnosing the system components. The disk control unit controls one or more
disks. The program loading unit is a unit for loading programs from outside the system,
when the system is embedded without disks.

The computation network formed in the VXU consists of functional modules. Basic func-
tional modules are as follows:

� Input Module
� Output Module
� Arithmetic-Logic Module
� Register Module
� Delay Module
� Shift Module
� Multiply Module

The input module reads vector data, element by element, from the VMU (Vector Memory
Unit). Figure 5.10 shows the structure of the input module. It contains an address generator
that can successively generate linear addresses in the form b+i�s, where b is the base address,
i the vector index, and s the stride between vector data. The current memory address is
held in the register MR, and the address stride in the register SR. It also contains the data
counter, which counts the number of vector elements to read. The VMU takes the memory
address stored in MR, reads the vector element at that location into the data register DR.
The current data count is kept in the register CR. When the data count becomes zero, it
will be signalled to the VCU.

The output module stores the output stream of vector data into the VMU. Its structure
is shown in Figure 5.11. It contains an address generator and a data counter, both of which
are similar to those in the input module. It also contains a stage counter and the activation
control. The stage counter initially holds the number of stages through which data 
ow
from an input module to an output module, and counts down every cycle after the input
module starts reading data from the VMU. After the number of cycles held in that counter,
the output module starts writing the result into the VMU. This is because it takes time
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Figure 5.12: Pipeline Start/Stop Control.

for the �rst data read by the input module to propagate through the pipeline. When the
value in the stage counter becomes zero, implying that the �rst result has reached to the
output module, the output module stores the data in the data register DR into the VMU.
The activation control is for the activation/deactivation of the write operations.

The activation/deactivation control of the pipeline is illustrated in Figure 5.12. Fig-
ure 5.12(a) shows an example �ve-stage pipeline. The input module is at the �rst stage, the
output module at the �fth stage, and between the �rst and last stages are three functional
modules. Figure 5.12(b) shows a timing chart, where six data elements (D1 through D6) 
ow
through the �ve-stage pipeline. The input module becomes active at time 1 and inactive at
time 8, whereas the output module becomes active at time 5 and inactive at time 12.
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The arithmetic-logic module performs arithmetic and logic operations. Its structure is
shown in Figure 5.13. It takes two operands from the switching network and performs the
arithmetic or logic operation speci�ed by the VCU. The result of the operation is stored in
the staging register SR, which is connected to the switching network.

The shift module performs an arithmetic or logical shift operation. Its structure is illus-
trated in Figure 5.14. It takes the operand from the switching network and stores the result
in the staging register SR, which is connected to the switching network. The shift control
(arithmetic/logical, right/left, shift amount) comes from the VCU.

The register module contains a set of registers to provide a constant or to store an
intermediate data. Its structure is shown in Figure 5.15. The read/write control and the
register address are speci�ed by the VCU. If it is in a read mode, the data stored at the
speci�ed register is read into the staging register SR. If it is in a write mode, the data coming
from the switching network is stored into the speci�ed register. The registers can also be
used as an accumulator in a read/write mode. In one pipeline cycle, the data stored in the
register speci�ed by the read address is read into the staging register, and at the same time
the data from the switching network is stored into the register speci�ed by the write address.
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The delay module is a programmable staging register module. An example delay module
is shown in Figure 5.16, where four staging registers are contained and one of them is selected
by the VCU.

The multiply module multiplies two data. Its structure is shown in Figure 5.17. Two
operands are taken from the switching network, and the higher bits of the product are stored
in the register SHR, and the lower bits in the register SLR. Control is provided by the VCU.

Each of the basic functional modules produces results in one pipeline cycle. Functional
modules may take more than one pipeline cycle. For example, a 
oating-point adder and a

oating-point multiplier are multi-cycle functional modules. In order to keep the principle of
pipeline, they have to perform 
oating-point operations in pipeline. The design for pipelining
of 
oating-point arithmetic has been well known. Similarly, a divide module and a multiply
module for longer data are also multi-cycle modules that can operate in pipeline. See [83],
for example, for more detail.

There are many possible interconnections to connect functional modules [168], [1], [194].
One of the simplest interconnections is the bus-based interconnection. The number of data
buses depends on how many data transfer operations occur between functional modules at the
same time. If the number of data buses is small, all the functional modules can be connected
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to all the data buses. However, if the number of data buses is large, it is not feasible to
connect all the functional modules to all the data buses. If data transfer operations can
be divided into groups, then a technique to cluster data buses may reduce the number of
connection points. In this case, each group of data transfer operations corresponds to each
cluster of data buses. Inter-cluster data buses are also required to carry data from one cluster
to another.

One approach to reducing the connection points between functional modules and data
buses is a time-sharing bus technique. In this technique a data bus is time-shared between
multiple data transfer operations. It requires subdivision of a pipeline cycle. If a pipeline
cycle can be divided into, say, four subcycles, then four data transfer operations can be
performed in one pipeline cycle. The implementation of this technique usually requires the
faster and expensive technology than that for the other components. It also requires a
complex timing control design.

The most general approach to interconnecting functional modules is the multi-stage in-
terconnection network, which operates in pipeline. One of its advantages is that it provides

exibility in interconnecting functional modules. One of its disadvantages is that it makes
the total length of pipeline longer. Since every data transfer operation between one func-
tional module and the other requires a certain number of pipeline stages to go through, a
long pipeline operation may be made much longer. A long pipeline is undesirable from the
viewpoint of performance if the vector length is relatively short (See Section 4.2). Therefore,
in general, it is too general for the target class of real-time applications.

A programming model of a system is a view from the programmer who develops programs
for the system. The programming model of the DRA is de�ned by the SPU, since all the
programs written for a DRA system are executed in the SPU, which controls the activities of
the other system components. All the system components controlled by the SPU are mapped
in the memory-mapped I/O space of the SPU. They are all assigned unique I/O addresses,
to which the SPU sends control data and from which the SPU receives status data.

If the SPU is built around one of the RISC microprocessors, the programs to be executed
in the SPU are written in the assembly language or high-level languages for the microproces-
sor. However, these languages do not provide any support for programming for the vector
operations in the VPU, since all the functions of the VPU are controlled via I/O commands.
It may be possible to extend the assembly language or the high-level languages so that they
can directly handle the functions of the VPU at a high level. However, it usually takes a
long time to develop such an assembler or a compiler, and in many cases some language
constructs force programmers to follow a particular style of programming, which is not nec-
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essarily favorable to them in terms of programming e�ciency. Because of these reasons, it
is more practical and reasonable to develop libraries linked to the object codes produced by
the assembler or the high-level language compiler. The libraries are basically sequences of
I/O commands, mixed with some arithmetic instructions.

For user-level programming of vector operations in the VPU, the following three functions
can be used:

� StartVF();
� CheckVF();
� AbortVF();

where the StartVF() function starts the vector function speci�ed by its arguments, the
CheckVF() function gets the status of the current vector function executed in the VPU,
and the AbortVF() function aborts the current vector function.

The StartVF() function is an asynchronous function; it returns before the operation
terminates. The three functions are described in Figure 5.18. As shown in the �gure, all
the three functions are basically the same in structure. They �rst �nds the library function
and sets up the parameters using the template de�ned by the library function merged with
the parameters given as their arguments. Then they issue a trap to the system to transfer
control to the VPU handler through the system trap routine. The VPU handler issues I/O
commands to the VPU according to the given parameters, and obtains the status at the end
of the operations, which is returned to the program. This is illustrated in Figure 5.19.

It is very hard for a programmer to make a program to control the VPU, since the
program is basically just a sequence of I/O commands. Programming tools would help the
programmer write programs for the VPU. They include a vectorizing tool and a debugging
and performance tuning tool.

The vectorizing tool is a software tool that vectorizes a program written in a high-level
programming language like Fortran, Pascal, or C. The vectorizing techniques have been
studied in [101], [144], [5], [190]. They are based on the dependence analysis [99, Chapter
2, pp.80{186], [143], [100], [191], [52], [119]. These techniques have been incorporated into
commercial compilers [10], [199], [164], [174], [127], [40]. Based upon these techniques, the
vectorizing tool analyzes a program to �nd the dependency and transforms it to reduce the
dependency.

The debugging and performance tuning tool helps the user debug the programs written
for the VPU and enhance their execution performance. Many research e�orts have been
made around parallel programs running on asynchronous multiprocessor systems. Since no
assumption is made about the relative speed of parallel processes and their deterministic
properties, debugging logical and timing errors is very di�cult. There are two approaches
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int StartVF( fnum, plist ) /* returns the status */
int fnum; /* vector function number */
int *plist; /* parameter list */
f

Find the library function speci�ed by fnum;
Set up the parameters from the plist;
Issue a trap to the system;
(The system actually issues I/O commands to the VPU)
Return the status at the return from the trap;

g

int CheckVF( fnum ) /* returns the status */
int fnum; /* vector function number */
f

Find the library function speci�ed by fnum;
Set up the parameters for status check;
Issue a trap to the system;
(The system issues I/O commands to the VPU)
Return the status at the return from the trap;

g

int AbortVF( fnum ) /* returns the status */
int fnum; /* vector function number */
f

Find the library function speci�ed by fnum;
Set up the parameters for abort;
Issue a trap to the system;
(The system issues I/O commands to the VPU)
Return the status at the return from the trap;

g

Figure 5.18: StartVF(), CheckVF(), and AbortVF().
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to debugging parallel programs: the selective snapshot approach [18], [13], [33], and the
replay approach [32], [38], [112]. There is a uni�ed approach to program debugging and
performance tuning based on replay [135] on the BBN Butter
y processor [136].

Unlike general multiprocessor systems, programs running on pipeline systems are easier
for debugging and performance tuning, because their behavior is synchronous and determin-
istic. Although some hardware mechanism for debugging and performance tuning is useful, a
simulator for the system should be enough. Since the design philosophy of the DRA includes
the avoidance of the statistical behavior, the system simulator can simulate the behavior of
the DRA system to an arbitrary accuracy. Therefore, the system simulator is also used as a
debugging and performance tuning tool for a DRA system.

In implementing a DRA system, the major design e�ort would be required to implement
the VPU, where the computation network is formed. The types and numbers of functional
modules in the VXU are the most important design parameters to determine. A general
approach to their determination is to analyze the set of applications for the DRA system
to identify the vector computations, and to determine the set of functional modules that
can be used to form the pipelines required for all the vector computations with timing
constraints. It is easy to identify the types of the functional modules (arithmetic-operation-
level computational resources) required for the vector computations. However, the numbers
of the functional module types are not necessarily easy to determine.

Suppose that a set of vector computations is given by S = fV1; V2; : : : ; Vng, where
each vector computation Vi is a pipeline sequence of arithmetic operations given by <

v1i ; v
2
i ; : : : ; v

mi

i >. The types of the functional modules can be determined from all the dif-
ferent operations found in each sequence of Vi. We number the types of functional modules
from 1 to k. Let Fi be a list of the form (f1i ; f

2

i ; : : : ; f
k
i ), where f

j
i is the number of func-

tional module type j required for the vector computation Vi. Let G be a list (g1; g2; : : : ; gk),
where gj =max

n
i=1ff

j
i g. Then the list G shows the number of each functional module type

required for the set of vector computations given by S.

The pipeline sequence of arithmetic operations given by the form < v1; v2; : : : ; vm > is
a single-input single-output sequence. However, a vector computation may be a multiple-
input multiple-output sequence in a general case. Then it is represented by a graph (a
pipeline graph), as described in the previous chapter. But the number of each functional
module type can be computed in the same way as before. Therefore, for a given set of
vector computations, each represented by a pipeline graph, we can identify all the types of
functional modules and compute the number of each type with a relatively simple method.

If a single vector computation requires a large set of computational resources, it needs to
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be divided into smaller vector computations so that the total number of functional modules
can be reduced. It is not obvious to divide a vector computation to optimize the number of
functional modules; it is an optimization problem. Some research work is required to address
this problem, which is beyond the scope of our work. If a large vector computation is critical
for the application, it is sometimes very di�cult to divide it because of timing requirements.
Then it has to be implemented anyway, no matter how many functional modules are required
and no matter how ine�cient they are in terms of usage.

The interconnections of the functional modules are also an important design problem. A
cross-bar switch can provide all the possible interconnections for a given set of functional
modules, but it is very expensive. The analysis of the pipelines formed for the vector com-
putations may reduce the complexity of the interconnections. When the number of possible
interconnections are relatively small, then multiple data buses can be used to connect func-
tional modules. Data buses are a relatively cheap solution. If the interconnections can be
divided into some groups, then clusters of data buses may be useful. In general, some form
of switching network is chosen depending on the interconnection requirements. There is no
well-known method to give a switching network for a given set of interconnections. Exploring
this method also requires some research e�ort.

There would be variations in the system-level structure. The basic system structure is
built around four memory banks and four data buses so that four data transfer operations can
be performed in parallel. Some applications may require an extra data transfer operation,
for example, for communications with the other computing systems. Other applications
may need more memories and data buses for extra input and/or output. Since the basic
principle in the design of a DRA system is to keep the system-level pipeline in order to 
ow
a large amount of data without any blockage, all the variations must be implemented to keep
this principle. As long as the principle is kept in design, system-level pipeline processing is
guaranteed.

When a real-time application contains a large set of vector computations, it is very
di�cult to design a system manually. A possible useful tool might be a design tool to help
a system designer design the computation network for a given set of vector computations by
computing the types and numbers of functional modules and giving their interconnections.
Some research work is required to explore such a design tool.

Since all the vector computations are performed with pipelines formed in the computation
network, their performance is predicted as described in Section 4.2 (Performance Models).
If the application is composed of vector computations and a small amount of glue scalar
operations, its performance is predicted to be high. However, if the application contains
many scalar operations, then its performance is not expected to be high in general, because
of Amdahl's law. If scalar operations in the SPU can be overlapped with vector opera-
tions in the VPU, the performance will not be degraded much. Conversely, as many scalar
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operations as possible need to be performed in parallel with vector operations in order to
avoid the performance degradation. The performance models described in Section 4.2 give a
general guideline for the performance design of the application mixed with scalar and vector
computations.

The execution model described in Section 4.3 serves as a theoretical model for multiple
pipelines, on which the proposed new architecture is based, and has shown that a pipeline
can be con�gured for a given vector operation. It also has shown the techniques for vector
reductions and linear recurrences with some restrictions. The described techniques would
be used to build a tool to automate the pipeline design process. For a given computation
network, the tool would map a vector operation onto a pipeline.
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This chapter presents the MSP (Mitsubishi Signal Processor), an example implementation of
the Dynamically Recon�gurable Architecture or DRA, which was designed as an experimental
real-time signal processor primarily for high-speed real-time radar signal processing [134],
[137], [138], [139].

The MSP is an instance of the DRA system. Its structure is illustrated in Figure 6.1. The
GMU (Global Memory Unit) is the system-wide memory unit that stores real-time input
data, intermediate data, and result data. The CPU (Control Processor Unit) is the scalar
processor that controls the other system components. It contains the PMU (Program Mem-
ory Unit) and PCU (Program Control Unit). The PMU stores programs to execute, and
the PCU executes the programs. The APU (Array Processor Unit) is the vector processor
that performs vector operations. It contains the DMU (Data Memory Unit) and the DPU
(Data Processor Unit). The DMU stores vector data and the DPU performs vector opera-
tions with the dynamically recon�gured computation network under the control of the CPU.
The XIU (External Interface Unit) provides the interface to the outside world. The IOUs
(Input/Output Units) are the input/output units. The M-Bundle consists of four data buses
and connects the GMU, the CPU, the APU, and the XIU, which are also connected via the
C-Bundle consisting of two control buses. The IO-Bundle consists of two data buses and
connects the XIU and the IOUs.

The main data handled by the MSP are 24-bit integers and 24-bit complex data with
12-bit integer real and imaginary parts. The MSP does not handle 
oating-point data. The
data buses in the M-Bundle and IO-bundle are all 24 bits wide. The internal structures of
the APU and the CPU are also 24 bits wide.
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Figure 6.2: MSP Instruction Formats.

The CPU is an implementation of the SPU (Scalar Processor Unit) of the DRA. The LMEM
is a logical memory local to the CPU and stores programs and data. It is implemented in
the PMU. It is accessed on the basis of 24-bit data.

There are four types of registers:

� 16 general registers (GR0-F);
� four base registers (BR0-3);
� four control registers (CR0-3); and
� the program status register (PSR).

The general registers GR0-F are used to hold intermediate data and two of them (GR0-1)
are also used to as index registers. The base registers BR0-3 are used to store base addresses
for memory accesses. The base register 0 (BR0) always contains the base address for instruc-
tion fetch. The control registers CR0-3 hold system control data including interrupt control
bits and address search data. The program status register PSR is 48 bits long and holds the
instruction address, operation status, interrupt masks, interrupt levels, and so forth.

The machine instructions executed in the CPU are all 24 bits long and categorized into
three format types:
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� RM (Register-Memory) format;
� RR (Register-Register) format; and
� RI (Register-Immediate) format.

These three formats are illustrated in Figure 6.2. The instruction �elds are as follows:

� OP (bits 0-7): operation code;
� R1 (bits 8-11): general register for the �rst operand;
� B2 (bits 12-13): base register for the second operand;
� D2 (bits 14-23): address displacement for the second operand;
� R2 (bits 20-23): general register for the second operand;
� I2 (bits 12-23): immediate data used as the second operand.

The �rst operand is stored in the general register speci�ed by the R1 �eld, where the
result of the operation is also written. The second operand is stored at the LMEM location
pointed by the base register speci�ed by the B2 �eld and the displacement speci�ed by the
D2 �eld in the RM format, stored in the general register speci�ed by the R2 �eld in the RR
format, or is the value of the I2 �eld in the RI format.

The memory address generations for the second operand in the RM format, the branch
target address in the RM format, and the next instruction address are shown in Figure 6.3.
The generated memory addresses are all 16-bit addresses of the LMEM. The second operand
address in the RM instruction is formed by adding the displacement in the D2 �eld to the
address held in the base register speci�ed by the B2 �eld. Three base registers BR1-3 are
available for the second operand. The branch target address in the RM instruction is formed
by adding the displacement in the D2 �eld to the address stored in the base register 0
(BR0). The instruction address used to fetch the next instruction is formed by adding the
value stored in the base register 0 (BR0) to the value in the instruction address �eld of the
program status register (PSR). The base register 0 (BR0) always holds the current program
base address. The value kept in the PSR is relative to the base address in the BR0.

The LMEM is a memory local to the CPU. Data and programs can be transferred back
and forth between the global memory (GMEM) in the GMU and the LMEM by the LDL
(Load Local Memory) and STG (Store Global Memory) instructions. The LDL instruc-
tion loads data/programs from the GMEM to the LMEM; the STG instruction stores data
from the LMEM to the GMEM. Both of the instructions move the speci�ed amount of
data/programs in the manner similar to the DMA operation. Both instructions are of the
RM type, and their second operand speci�es the parameter list of four words to control the
data transfer operation. The parameter list includes

� GAI: GMEM Address Increments;
� GSA: GMEM Start Address;
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(c) Instruction Address Generation.

Figure 6.3: MSP Address Generations.
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� LSA: LMEM Start Address; and
� WC: Word Count.

This parameter list enables the LDL and STG instructions to access the GMEM area
represented by GSA + i � GAI ( i = 0; 1; 2; : : : ;WC � 1). The data transfer operation
initiated by these instructions is performed in parallel with the execution of the subsequent
instructions and terminates with an interrupt. The TST (Test) instruction can check the
status of the data transfer operation.

The structure of the CPU is shown in Figure 6.4. The CPU is a microprogram-controlled
processor. The instruction address register IAR holds the next instruction address that is
sent to the LMEM. The instruction address held in the IAR is pushed into the IA stack when
the subroutine call instruction is executed. The instruction address at the top of the stack
is loaded into the IAR when the subroutine return instruction is executed. If the subroutine
nesting is too deep for the IA stack to hold all the return addresses, the subsequent return
addresses are stored in the LMEM. When the subroutine call is executed and the IA stack
over
ow occurs, the over
ow 
ag is turned on, and the over
ow trap is raised to transfer
control to the IA stack over
ow routine, which stores the return address in the LMEM.
When the subroutine return instruction is executed while the over
ow 
ag is on, the trap is
raised to transfer control to the over
ow routine, which loads the return address from the
LMEM. If there is no more return addresses stored in the LMEM, then the over
ow 
ag is
turned o�.

The instruction read from the LMEM is loaded into the instruction register IR, where
the instruction is decoded. The instruction mapper IMAP generates the microcode entry
address for the instruction execution. The microinstructions are stored in the micro memory
and loaded into the microinstruction register MIR.

The execution section of the CPU contains a 24-bit ALU, a 24-bit shifter, and a 24-bit
data memory containing general registers. There are four data registers AR, BR, CR, and
DR. AR and BR are mainly used to hold data for some arithmetic. CR and DR are mainly
used to hold the control data (UCC and UCD) to the other system components. The unit
control command (UCC) gives the address of the unit to control; the unit control data (UCD)
gives the data to the unit. Both of them are sent through the C-Bundle. The control of the
APU is provided by the UCC and UCD.

The APU is an implementation of the Vector Processor Unit or VPU in the DRA. Figure 6.5
shows its structure. It consists of the DMU (Data Memory Unit), the DPU (Data Processor
Unit), and the DCU (Data Control Unit). The DMU, DPU, and DCU correspond to the
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Figure 6.6: Parallel Data Transfer Operations with DMU.

VMU (Vector Memory Unit), the VPU (Vector Processor Unit), and the VCU (Vector
Control Unit) of the DRA, respectively. The functions of the DCU are more primitive
than those of the VCU, since the CPU has more direct control over the vector computations
performed in the DPU.

As discussed in Chapter 5, the capability of parallel data transfer operations is crucial
to the system-level pipeline operations. The DMU supports the parallel vector data transfer
operations with four groups of data memories MG0 through MG3, as shown in Figure 6.6.
Each group consists of four data memories (DMMs); the total number of data memories is
16. The four groups of data memories operate independently. In Figure 6.6, MG0 supplies
vector data to the DPU; MG1 stores the vector data coming out of the DPU; MG2 stores
the input vector data from the GMU; and MG3 holds the results of vector operations, which
are stored into the GMU.

The computation network is formed in the DPU and is controlled by the CPU. The
physical structure of the DPU is shown in Figure 6.7. The DPU contains the following types
of functional modules:

� IN: Input
� OUT: Output
� PCI: Program Control Interface
� ALU: Arithmetic and Logic Unit
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Figure 6.7: DPU Structure.
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Figure 6.8: Control Module Structure.

� SFT: Shifter
� MPY: Multiplier
� SCM: Scratch Memory
� DLY: Delay

The INmodule reads vector data from the DMU. The OUTmodule writes vector data into
the DMU. The PCI module provides interface to the CPU. The ALU module performs one
24-bit integer arithmetic/logic operation or two 12-bit integer arithmetic/logic operations.
The SFT module shifts a 24-bit data left or right. The MPY module multiplies two 12-bit
integers and produces a 24-bit integer as a product. The SCM module is a scratch memory
that holds scalar data. The DLY module is a delay module that contains a staging register.

The DPU consists of the three subnetworks of functional modules. The subnetwork A
contains one PCI, three DINs, two ALUs, one SCM, and one DLY, which are all connected
via the Bundle A (Buses A0-A3). The subnetwork B contains two ALUs, four MPYs, and
four DLYs, which are all connected via the Bundle B (Buses B0-B8). The subnetwork C
contains two ALUs, one SFT, one DLY, and two DOUTs, which are all connected via the
Bundle C (Buses C0-C3). Each of the data buses consists of two 12-bit data buses. It is
usually used a single 24-bit bus; it can be separated into two 12-bit buses when 12-bit real
and 12-bit imaginary parts of 24-bit complex data are handled separately.
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In the MSP, a control module is associated with each functional module. Its structure
is shown in Figure 6.8. It contains the CMEM (control memory) and the CREG (control
register). The CREG holds the control data (CD) for the corresponding functional module
during a vector operation. The CMEM stores a set of control data. The address of a CD to
load into the CREG is speci�ed by the CPU through the C-Bundle. In switching from one
vector operation to the other, a CD is loaded from the CMEM into the CREG. The CPU
can directly load a CD into the CREG via the C-Bundle.

The con�guration of the computation network is controlled collectively by the control
modules, as illustrated in Figure 6.9. In order to reduce the setup time for a vector compu-
tation, a single CMEM address, associated with a vector computation, is provided to all the
CMEMs by the CPU. All the CMEMs read a CD at the location speci�ed by the address
and load it into the CREGs. It takes only a single step to load CDs required to set up the
computation network. Thus, all the CDs at a CMEM location collectively form a single long
instruction to control the computation network, as discussed in the previous chapter.

We show the 2nd-order IIR �lter operation as an example vector computation to demonstrate
how the computation network works.
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The 2nd-order IIR �lter can be de�ned by

H(z) =
z2 +A � z +B

z2 � C � z �D
: (6:1)

This is illustrated in Figure 6.10. Its computation is given by

Wn = Xn + C �Wn�1 +D �Wn�2 ; (6.2)

Yn = Wn +A �Wn�1 +B �Wn�2 : (6.3)

This computation requires two additions and two multiplications for Wn and another
two additions and two multiplications for Yn. Since the computation network of the MSP
includes six ALUs and four multipliers, the computational resources are enough to compute
Wn and Yn at one time. However, they can not be computed at one time because there
are fewer data buses in the MSP computation network than required. Therefore, Wn and
Yn must be computed separately. Figure 6.11 shows two network con�gurations: the left
network for Wn and the right for Yn. It also shows the data bus assignments. All the values
of Wn are �rst computed with the left network in Figure 6.11 and stored in memory. Then,
the values of Yn are computed with the stored values of Wn through the right network in
Figure 6.11.

Since the equation ofWn is a form of linear recurrence, the computation network contains
a feedback loop. It takes two clock cycles to produce each value of Wn in the network; each
value ofWn is produced at every other clock cycle. It is due to the fact that add and multiply
take two pipeline stages. However, once all the values for Wn are computed and stored in
memory, the values of Yn are computed at the full speed, that is, each value is produced at
every clock cycle.

In these networks, all the constants (A, B, C, and D) are read from memory through
the IN modules. The address generator of each IN module generates the same address
pointing to the location where the constant is stored during the computation. The input
data Xn are stored as a vector in memory and read by the IN module with the address
generator incrementing the address at each clock cycle. The values of Wn, produced by the
left network in Figure 6.11, are stored as a vector in memory and read by the IN module in
the computation of Yn. Since the address generator in the OUT module for Wn updates the
memory address by incrementing it by 1 at every clock cycle, the actual values of Wn are
stored in alternating positions in the output vector. They are accessed by the IN module
with the address generator incrementing the address by 2 so that each value of Wn can be
read at every clock cycle in the computation of Yn.
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The analysis of the operations in the real-time signal processing applications revealed that
the signi�cant amount of time would be spent on FFT computations. In order to accelerate
the speed of FFT computations, the MSP employed a special computation scheme based on
the dynamically recon�gurable computation network.

Consider a radix-2 FFT algorithm for n data. A radix-2 FFT algorithm has many
variations as described in [176]. They di�er in computational geometry. The version of
the algorithm used in the MSP is shown in Figure 6.12. It is a DIT (Decimation in Time)
algorithm that requires a simple data addressing scheme without the bit reverse operation.
As shown in Figure 6.12, FFT is computed through \passes." For 2n data, FFT is computed
through log n passes, each pass containing n=2 butter
ies. The total number of butter
ies
amount to (n=2) � log n.

A FFT butter
y (DIT) is de�ned by

P 0 = P +Q �W; (6.4)

Q0 = P �Q �W; (6.5)

where P and Q are input data, W is a twiddle factor, and P 0 and Q0 are output data (all
the data are complex).

Figure 6.13 shows the network for the radix-2 butter
y computation for FFT. It consists
of three INs, two OUTs, six ALUs, four MPYs, and three DLYs. Each of two ALUs following
the INs is used as a delay. Each of the two ALUs followed by the OUTs is used as two 12-bit
ALUs. In this �gure the assignment of data buses is also shown.

Consider the j-th butter
y in pass i, where 0 � i � n � 1 and 0 � j � 2n�1 � 1. Let
p, q, p0, and q0 be the addresses of P , Q, P 0, and Q0, respectively. Then, p, q, p0, and q0 are
given by

p = div(j; 2n�i�1) � 2n�i +mod(j; 2n�i�1); (6.6)

q = p + 2i; (6.7)

p0 = j; (6.8)

q0 = p0 + 2n�1; (6.9)

where for non-negative integers x, y, q, and r, the functions div and mod are de�ned as
follows:
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Figure 6.12: FFT Geometry.
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x = y � q + r; (0 � r � y � 1) (6.10)

div(x; y) = q; (6.11)

mod(x; y) = r: (6.12)

Each butter
y can be computed with the network con�guration shown in Figure 6.13.
The butter
y network forms a �ve-stage pipeline: data read and staging at the �rst stage,
multiplications at the second stage, ALU operations at the third stage, the second ALU
operations at the fourth stage, and data write at the �fth stage.

Let C(n) be the number of pipeline cycles required to compute the 2n-point FFT. Note
that each butter
y can be computed in one pipeline cycle with the network con�guration
shown in Figure 6.13. In general, C(n) is given by

C(n) = a+ n � (2n�1 + b+ c); (6:13)

where a is the overhead at the beginning and end of the FFT computation, b is the overhead
due to memory contentions, and c is the overhead in transition from one pass to the next.

The overhead a is unavoidable as long as the pipeline is used to compute the FFT. The
memory contention overhead b is not easily eliminated. Consider a data access scheme in
which separate data memories are used for data input and output, and data memories are
switched in transition from one pass to the next. The memory interleaving technique with
multiple memory banks cannot eliminate memory contentions for the data accesses of p,
q, p0, and q0. The pass transition overhead c is not easily eliminated, either. Because of
the pipeline staging, the pass transition does not take place until all the butter
y results
of a pass go through all the pipeline stages and are stored in memory. The MSP employed
a new memory access scheme that reduces both b and c to zero. Figure 6.14(a) shows a
timing chart for a conventional way of FFT processing with the memory contention and
pass transition overheads, whereas Figure 6.14(b) shows a timing chart for the MSP scheme
for FFT processing.

In the new scheme, a prime memory system is introduced in order to reduce the memory
contention overhead b to zero, and a special data bu�ering scheme is used to reduce the pass
transition overhead c to zero.

The prime memory system was proposed by D. H. Lawrie and C. R. Vora in [111]. The
basic idea behind the prime memory system is that vector data stored in the memory system
with the prime number of memory banks can be accessed by multiple processors without
memory contentions. The MSP uses the mod 3 prime memory scheme, where 2n vector data
are stored in 3 memory modules, as illustrated in Figure 6.15. Since the VMU consists of
four groups of four data memories, three data memories in a group can be used for this
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Figure 6.14: FFT Pipeline Flow.
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Figure 6.16: FFT Pipeline Con�guration.

data arrangement. In one pass of the FFT computation, P and Q are stored in three data
memories in one group and P 0 and Q0 are stored in three data memories in the other group.
The addresses of P and Q are given by p and q de�ned by Equations 6.6 and 6.7, respectively.
Since the address di�erence between p and q is 2i, simultaneous read accesses to P and Q
do not cause any memory contentions. Similarly, simultaneous write accesses to P 0 and Q0

do not cause any memory contentions, either, since the address di�erence between p0 and q0

is 2n�1. Thus, the mod 3 prime memory scheme reduces the memory contention overhead
b to zero. Note that the mod 3 address calculations are performed with special ROMs that
produce the mod 3 address and the memory module number for a given address.

Figure 6.16 shows the network and memory con�guration for the FFT computation. In
this �gure, data memories DMMs 0-3 of memory group 0 store P and Q, and data memories
DMMs 4-6 of memory group 1 store P 0 and Q0. The memory groups 0 and 1 are switched in
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transition from one pass to the next. Figure 6.16 also shows special bu�er memories (BMs).
They are used to store P 0 and Q0 after data memories are switched when input data read
operations terminate. After all the P 0s and Q0s left in the pipeline at the data memory
switching are stored into BMs, they are stored one by one into the previous output data
memories (input data memories after the data memory switching). This is possible because
one of the three data memories is always free for access, since two of them are used for P
and Q at one time. For this purpose, each bu�er memory (BM) contains the data address
and memory module number as well as data itself. Each free memory module in the input
data memory group is checked against the information contained in the two bu�er memories.
Thus, this data bu�ering scheme reduces the pass transition overhead c to zero.

With the mod 3 prime memory system and the special data bu�ering scheme, in the
MSP, the number of pipeline cycles C(n) is given by

C(n) = a+ n � 2n�1: (b = c = 0) (6:14)

The vector operation in the APU is initiated by the CMF (Call Macro Function) instruction.
It is used to execute parameterized macro functions, such as matrix computations, FFT,
digital �lters, and so forth. Like the LDL and STG instructions, the execution of the CMF
instruction ends in reading the parameter list and initiating the vector operation in the APU.
The actual vector operation is performed in the APU in parallel with the execution of the
subsequent instructions in the CPU. When the vector operation terminates, an interrupt is
raised to the CPU. The termination of the vector operation can also be checked by the TST
instruction. Figure 6.17 shows the execution of the CMF instruction and the termination
checks by the TST instruction.

The execution of the CMF instruction causes a trap to transfer control through the trap
handling routine to the CMF routine, whose entry point is shared among all the macro func-
tions implemented with the CMF instruction. The CMF routine receives the parameter list
speci�ed by the second operand of the CMF instruction, determines which subroutine shall
be invoked, and transfers control to the appropriate subroutine. The invoked subroutine,
corresponding to some macro function, gets the parameters, sends the control data gener-
ated from the given parameters to the APU to form the desired computation network and
to set up the registers such as data counters and address generators, and then activates the
vector operation in the APU. Control is returned to the instruction stream following the
CMF instruction and its execution is resumed when the vector operation is initiated.

Using the UCC (Unit Control Command) and UCD (Unit Control Data), the CPU
controls the vector operation in the APU when a CMF instruction is executed. The APU
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Figure 6.18: Example FFT Processing.

uses a double bu�ering scheme for control data and can bu�er in advance the control data
for the next vector operation while holding the current active control data. It reduces the
overhead in switching from one vector operation to another, because the CPU can send the
control data for the next vector operation before the current operation terminates.

A series of vector operations can be e�ciently implemented with an interrupt-based
programming technique discussed in the previous chapter. The FFT computation is a good
example of the execution of a series of vector operations using the CMF instruction. Consider
a task that performs the radix-2 32-point FFT on 64 data sets, each containing 32 sample
data. The task contains the CMF instruction to invoke the radix-2 32-point FFT in the
APU. The CMF parameter list contains the function number assigned to the radix-2 FFT,
the number of points (32), and the number of data sets (64). The function number is used
by the CMF routine to �nd the subroutine for that function. The radix-2 32-point FFT
consists of �ve passes, each including 16 butter
y operations. Sample data are processed,
pass by pass, in units of some speci�ed number of data sets, say, eight. Then each pass has
16� 8 = 128 butter
ies, and the total number of butter
ies for the 64 data sets amounts to
16 � 8� 5� 8 = 5120.

The radix-2 FFT subroutine invoked by the CMF instruction handles 64 data sets in
units of eight sets. First, the subroutine sends the control data to transfer the �rst eight
data sets from the GMU to one of the data memory group in the DMU, and initiates the data
transfer operation. With the APU's double bu�ering capability, the CPU sends the control
data for the 32-point FFT to be performed on the transferred data sets without waiting for
the termination of the data transfer operation for the �rst data sets. After the CPU �nishes
sending the control data, control is returned to the instruction stream following the CMF
instruction. When the data transfer operation for the �rst eight data sets terminates, the
APU starts the 32-point FFT on the data sets stored in the DMU, using the control data
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Figure 6.19: Improved Example FFT Processing.

sent in advance. The termination of the data transfer operation also issues an interrupt to
the CPU. The program being executed in the CPU is interrupted, and control is moved to
the radix-2 FFT subroutine through the interrupt handling routine. The subroutine prepares
the control data to store the FFT results in the DMU into the GMU and returns control to
the suspended instruction stream. When the 32-point FFT terminates, an interrupt is issued
to the CPU, which suspends the current instruct stream and transfers control to the FFT
subroutine. The FFT subroutine sends the control data to the APU to read the second data
sets from the GMU into the DMU and then returns control to the suspended instruction
stream. The cycle of data load, FFT, and data store operations are repeated until the eight
data set groups are processed. This series of operations is illustrated in Figure 6.18.

Since the DMU has four data memory groups that operate in parallel, the above example
of FFT computations can be improved with the DMU capability as shown in Figure 6.19,
where three operations (loading, FFT, and storing) are scheduled at the same time.
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This chapter gives an evaluation of the example implementation of the proposed system
architecture, the design methodology of a real-time computing system, the architectural
variations, and the related work.

The �rst version of the MSP system was implemented with over 7,000 standard TTL ICs
[133], [134]. In order to evaluate its performance, we used the following three algorithms
[134]:

� Complex Multiply and Add
� Radix-2 FFT Butter
y
� 2nd-Order IIR Filter

They are brie
y described below. In their description, each data D is assumed to be a
24-bit complex data in the following form:

D = Dr + jDi; (7:1)

where Dr is the 12-bit real part and Di the 12-bit imaginary part.

(1) Complex Multiply and Add

The computation is de�ned by

Z = A�B + C; (7:2)

or

Zr = Ar �Br �Ai �Bi + Cr; (7.3)

Zi = Ar �Bi +Ai �Br + Ci: (7.4)

118



A B C

Z

IN IN IN

* * * * d

- + d

+ +

?

u

? ?

u

??

u

???

u

?

?? ? ? ?

? ? ? ?

@@ ��

?
OUT

Figure 7.1: Network Con�guration for Complex Multiply and Add.

119



The network con�guration for this computation is shown in Figure 7.1.

(2) Radix-2 FFT Butter
y

The radix-2 FFT butter
y computation is de�ned by

X = P +Q �W; (7.5)

Y = P �Q �W; (7.6)

or

Xr = Pr +Rr; (7.7)

Xi = Pi +Ri; (7.8)

Yr = Pr �Rr; (7.9)

Yi = Pi �Ri; (7.10)

where

Rr = Qr �Wr �Qi �Wi; (7.11)

Ri = Qr �Wi +Qi �Wr: (7.12)

The network con�guration for this computation is shown in Figure 6.13 in the previous
chapter.

(3) 2nd-Order IIR Filter

The original de�nition of the 2nd-order IIR �lter is given by

H(z) =
z2 +A � z +B

z2 � C � z �D
: (7:13)

And its computations is de�ned by

Wn = Xn + C �Wn�1 +D �Wn�2; (7.14)

Yn = Wn +A �Wn�1 +B �Wn�2: (7.15)

The network con�gurations are illustrated in Figure 6.11 in the previous chapter.

In general the performance of a computer is measured in MIPS (Million Instructions Per
Second) for general-purpose computers and in MFLOPS (Mega FLoating-point Operations
Per Second) for supercomputers. We measure the performance of the MSP by MOPS (Million
Operations Per Second). Here we refer to a 12/24-bit addition or 12-bit multiplication as an
operation.

120



The clocking rate in the �rst version of the MSP was 140 nsec. The value of MOPS can
be computed by

M =
N

0:14
; (7:16)

where N is the number of operations performed at each clock cycle.

In the complex multiply and add computation, 8 operations (4 multiplications and four
additions) are performed per each clock cycle. In the FFT butter
y computation, 10 opera-
tions (4 multiplications and 6 additions) are performed per each clock cycle. In the 2nd-order
IIR �lter computation, 4 operations (2 multiplications and 2 additions) are performed per
two clock cycles in computing Wn and 4 operations (2 multiplications and 2 additions) per
each clock cycle in computing Yn. Thus the MSP achieved 57 MOPS, 71 MOPS, 14 MOPS,
and 22 MOPS in computing the complex multiply and add, the FFT butter
y, Wn in the
2nd-order IIR �lter, and Yn in the same �lter, respectively.

The performance of the radix-2 FFT butter
y (71 MOPS) showed that the MSP was
60 times and 3.8 times faster than the IBM 4341-12 (1.2 MIPS) and the IBM 3081K (18.8
MIPS), respectively. This high performance was due to the special FFT hardware described
in the previous chapter. Since the clocking rate of the MSP was 140 nsec, it computed one
butter
y operation in 140 nsec in the FFT computation. When it performed the 2048-point
FFT, which consists of 11,264 butter
y operations, it �nished the computation in 1.6 msec.
It was the very high performance that the CRAY-1 computer could not achieve at that time,
although its basic operations were 64-bit 
oating-point additions or multiplications, more
complicated operations than those performed in the MSP.

We designed the MSP based on the performance models described in Chapter 4. The
target signal processing application for the MSP contained a task with a mix of vector
computations, including FFT. The vectorizable part of the task was 98%, and the serial part
2%, implying that the theoretical upper bound of the speedup for this task was 50 according
to Equation 4.9. The required speedup was roughly 30. From Equation 4.10, the acceleration
factor A was given by

A =
0:98

1=30 � 0:02
= 75:4 : (7:17)

That is, the MSP system had to provide a vector processor that could perform the vector-
izable part of the task 75.4 times faster than the existing processor in order to achieve the
speedup of 30. We investigated the computing technologies, both hardware and software,
to achieve that acceleration factor and found that no software solution could achieve it;
we needed a hardware solution. We estimated that a hardware solution could achieve the
speedup of 15 with hardware pipeline based on TTL/CMOS technology.

The analysis of the task showed that 90% of the execution time of the vectorizable part
of that task was spent for FFT computations. Since each butter
y operation contains 10
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arithmetic operations, we could get the speedup of 10 by parallelizing it. The total speedup
obtained by parallelization was 1=(0:1 + 0:9=10) = 5:3. Therefore, the estimated speedup
obtained by hardware pipeline and parallelization was 15� 5:3 = 79:5 > 75:4.

The �rst version of the MSP with the clocking rate of 140 nsec actually achieved the
speedup of 11 in hardware pipeline, the acceleration factor of 11� 5:3 = 58:3, and the total
speedup of 1=(0:02 + 0:98=58:3) = 27:0 for the task. Therefore, we recognized that the
second version of the MSP should be 75:4=58:3 = 1:3 times faster in order to achieve the
total speedup of 30, implying that its clocking rate would be less than 140=1:3 = 108 nsec.

The implementation of the APU was fairly straightforward. The subdivision of the com-
putation network reduced the total amount of wiring and the total number of connection
points. This was done with the analysis of the operations performed in the target appli-
cations. We investigated alternative interconnections of functional modules. However, the
bus-structured interconnection employed in the APU was simple and fast, compared to the
other alternatives. Although we reduced the number of data buses by dividing the total
network into three subnetworks, we still had a wiring problem in the physical design of the
APU. It is not just an engineering problem, but it is a fundamental problem, which can
make the total system design invalid.

We implemented a special mechanism for FFT on the top of the dynamically recon�g-
ured computation network. Because of that mechanism, the MSP achieved the maximum
performance for the FFT computations. Although we added special mod 3 address gener-
ators, special data bu�ers, and other small specials, the basic computational capability for
FFT was derived from the basic structure of the computation network. It showed that the
computation network is very powerful and general for heavy computations like FFT.

We designed four groups of four data memory modules in the APU. They were very
e�cient and useful, since memory accesses were critical both in vector pipelining and in
system-wide pipelining. The particular numbers of groups and data memory modules in
each group were derived from the design requirements for the MSP.

The CPU is based on a custom-made 24-bit processor. We could have used a commercial
microprocessor from the functional point of view. From the application viewpoint, however,
a custom processor was required. Unfortunately, we didn't choose the RISC architecture for
the processor. When the MSP was designed, the RISC architecture was gaining momentum
in the computer industry, but we didn't have a chance to evaluate it. If we could try it again,
we would choose the RISC architecture for the control processor.

When the MSP was designed for the �rst time, the assembler was the only programming
tool for it. Many signal processing algorithms were implemented with it manually, since
the total number of functional modules is not large and the signal processing algorithms
were not complicated. However, many programmers complained about the di�culties in
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programming the APU and debugging their programs. A couple of programming tools were
available for those programmers for the later version of the MSP.

We have presented the new real-time computing system architecture, called Dynamically Re-
con�gurable Architecture or DRA in the preceding chapters. As brie
y mentioned in Chap-
ter 1, the way we have presented it re
ects a design methodology for a real-time computing
system. We have followed the following steps:

(1) to de�ne the target class of real-time applications;
(2) to review the existing architectures;
(3) to study the computing models;
(4) to propose the architecture;
(5) to study the programming aspects of the architecture; and
(6) to implement a prototype of the architecture.

These design steps are fairly standard in designing a computing system in general. As
discussed in Chapter 2, however, the many previous real-time computing systems have been
designed in an ad hoc manner, based on the a priori knowledge of the applications. Using
a priori knowledge of the applications is nothing wrong in designing a suitable architecture.
Heavily dependent on it, however, the conventional design has been just a collection of fea-
ture modules, each associated with some aspect of the applications, and lacking the notion of
resource sharing, leading to an ine�cient design, especially for large-scale real-time systems.
The conventional design method can be applied to small- and medium-scale real-time sys-
tems, because those systems do not require many hardware and software resources anyway.
But it cannot be applied to large-scale real-time systems, because the amount of resources
required by its design prohibits their reasonable implementation. Resource sharing is neces-
sary to make their implementation reasonable. As discussed in Chapter 2, resource sharing
raises problems not only in the functional design but also in the timing design in general.

With the DRA, we have shown that resource sharing can be e�ciently incorporated
into the architectural design without sacri�cing performance and without increasing design
complexity. In the DRA, resource sharing is realized by functional modules and their dynamic
interconnections. Many functional modules are primitive operation-level modules that can
be combined to perform higher-level functions as well as to form one or more pipelines.
Functional modules can be functionally combined by making logical connections between
them, which automatically form pipelines. This simple basic principle remains the same
no matter how many functional modules are involved. The recon�gurability of the network
enables functional modules to be reused for di�erent operations. Thus the dynamically
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recon�gured computation network in the DRA is very simple in structure but very powerful
in concept. It can be easily applied to large real-time systems.

Since our target applications were based on vector operations, they were easily imple-
mented on the DRA system discussed in Chapter 6, and the system achieved high perfor-
mance. One of the excellent features of the computation network is that the con�gurability of
the network for an operation guarantees the performance delivered to the operation. That
is, if a computation network can be con�gured to perform a particular operation, it can
achieve the performance as expected, since the network processes data in pipeline without
any probabilistic or statistical factor in behavior. We avoided as many probabilistic or sta-
tistical factors as possible in the DRA design so that real-time applications could be easily
implemented using the DRA without timing problems.

We have presented the execution model upon which the proposed architecture is based in
Chapter 4. The proposed architecture described in Chapter 5 is derived from the theoretical
execution model, and its design is simple and 
exible. The speci�cation of the architecture
is not tight and allows many architectural variations to be implemented.

The computation network can be implemented with a variety of functional modules and
interconnections. As discussed in Chapter 6, the MSP uses single-cycle functional modules,
which operate in one pipeline cycle and contain one staging register in it, since all the
computations are performed on 12-bit or 24-bit integer data. The computation network
consisting of only single-cycle modules makes the timing design easy, because the number of
functional modules on a path from input to output is equal to the number of pipeline stages.
The other implementation may use 
oating-point arithmetic modules, which are multi-cycle
modules. The computation network including multi-cycle modules makes the timing design
harder and requires some software tool for that.

There are many possible interconnections for functional modules. The more general the
interconnection is, the more wiring is required and the more di�cult the implementation
is, in general. In the MSP, the computation network is divided into three subnetworks in
order to reduce the total amount of wiring and the number of connection points. This
subdivision of the network was derived from the analysis of the operations required for
the target applications. The MSP uses a bus-structured network instead of a multi-stage
interconnection network, because the bus-structured network works well for a relatively
small number of connection points. If an implementation uses a large number of functional
modules, and the computation network includes a large number of connection points, then
a multi-stage interconnection network may be a choice. For the computation network using
it, the stages in the interconnection network have to be taken into account in the timing
design.

The applications in the target class are characterized by a sequence of vector operations
on sets of real-time data that move in and out periodically. There may be a small amount of

124



irregular \glue" operations between one vector operation and the succeeding one. Such glue
operations, which are performed in the scalar processor (SPU), are usually negligible with
respect to execution time; the total execution time is dominated by that of regular vector
operations. Parallelism of the operations in the SPU and VPU reduces as much e�ects of
the glue operations as possible on the overall performance of the architecture. If the SPU
performance is high, it can control multiple VPUs, leading to the design of the DRA system
with multiple VPUs.

The concept of dynamic recon�guration is not new. It has been discussed with fault-tolerant
computing and studied as an attribute for computer architecture, interconnection structure,
system software, and task scheduling [169]. Dynamic recon�guration is roughly de�ned to
be the capability of undergoing changes in the semantics or the interconnection of the com-
ponents in a dynamic way. A major issue in research on the topic is how to dynamically
recon�gure the system in an e�cient way. Recent research focus has been on general-purpose
multiprocessor systems and VLSI systems [35], [159], [48], [56]. In our research work, how-
ever, emphasis is on the application of the dynamic recon�guration concept to real-time
computing, not to fault-tolerant computing. The proposed real-time computing system
architecture is called the Dynamically Recon�gurable Architecture or DRA, because of its
capability of reorganizing the computation network dynamically for vector computations.

The characteristics and problems in real-time computing, presented in Chapter 2, are
mostly shared by J. A. Stankovic [170], [171]. The major computer architectures reviewed in
Chapter 3 include much work related to our research work. It is referenced in that chapter.
The performance models presented in Chapter 4 are based on the previous work, which is
also referenced in the chapter.

There is some work related to the execution model discussed in Chapter 4. K. Hwang
and Z. Xu presented a theoretical work on multipipeline networking for vector compound
functions in [87]. They developed the discussions similar to those in Chapter 4. Their discus-
sions are more theoretical. They used the forpipe loop as a high-level language construct
to specify the vector compound functions (VCFs), each of which is a collection of linked
scalar operations to be executed repeatedly many times in a looping structure. Their VCF
compilation algorithm generates a program graph from a forpipe loop, and their pipeline
networking algorithm converts the generated program graph into a pipeline network. Their
graph partitioning algorithm can partition a program graph into subgraphs with the number
of operators equal to or less than a certain number of operators. L. M. Ni and K. Hwang
discussed the vector reduction techniques for arithmetic pipelines in [130]. D. Bernstein, H.
Boral, and R. Y. Pinter discussed the chaining technique to compute vector expression trees
in the context of automatic code generation in [19].
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We have proposed a new computing system architecture, called the Dynamically Recon-

�gurable Architecture or DRA, for a class of real-time applications. It includes a Vector
Processor Unit (VPU) that performs arithmetic operations on vector data with the dynami-
cally recon�gurable computation network, which can be dynamically reorganized for pipelined
vector computations. We have also described an example implementation of the proposed
architecture.

We have presented the design problems of real-time computing systems and characterized
the target class of real-time applications, at which the proposed architecture is targeted. We
have reviewed the major existing computer architectures and examined their advantages and
disadvantages for the target class of applications. We have presented the design concepts
for the proposed architecture, including the discussions about performance and execution
models.

The major contributions of our research work are as follows.

1. Architecture Design Methodology

We have demonstrated a design methodology for constructing a real-time computing
system through this thesis, although it is not complete in the sense that there are
still many issues to be addressed. As discussed in Chapter 2, the previous design of a
real-time computing system is based on the collection of features, each corresponding
to some aspect of a real-time application, and has provided no 
exibility to cover a
wide variety of applications. Given a target class of real-time applications, we have
identi�ed the architectural features and constructed a new archtiecture. Although the
target class of applications is somewhat restricted, we have demonstrated that our
approach to the design is viable and e�ective. We believe that our design methodology
can apply to a wider class of real-time applications with minor modi�cations.

2. Dynamically Recon�gurable Architecture
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We have demonstrated the e�ectiveness of the Dynamically Recon�gurable Architecture
or DRA for the target class of real-time applications in Chapter 5. We have also shown
that the proposed architecture is 
exible and scalable for use as a base architecture for
the target class of applications. There is no quantitative restrictions on the architec-
ture, implying that there can be many possible implementations of the architecture. It
is speci�cally important for the implementation with VLSI chips which are expected
to continue making a rapid progress in density and speed. There are no architectural
constraints on the interconnections between the major system components. This leads
to the upgradability of the system. For instance, we can replace a slow SPU with a
faster SPU based on a state-of-the-art microprocessor, possibly a RISC microprocessor,
to have better control over the VPU, or even multiple VPUs.

3. Dynamically Recon�gurable Computation Network

We have demonstrated the e�ectiveness of the dynamically recon�gurable computa-
tion network for vector computations and its controllability in Chapter 5. Its basic
operational principle is structurally very simple but conceptually very powerful. The
interconnections of functional modules to achieve the desired functionality automati-
cally form a pipeline network.

4. Programmability of the Proposed Architecture

We have shown the programmability of the proposed architecture in Chapter 5. An
interrupt-based programming technique is used to control the computation network
formed in the VPU. Programs written for a DRA system are executed by the SPU,
which controls the VPU for pipelined vector operations.

5. Theoretical Basis of the Architecture Design

We have shown that the proposed architecture is based on theoretical performance
and execution models in Chapter 4. Since the proposed architecture is basically the
parallel pipeline architecture, it is not a di�cult task to predict its performance when
it is implemented. The execution model for the proposed architecture gives what is
possible and what is not possible with the architecture at the early stage of the system
design. Therefore, the major unpredictable (and undesirable) factors can be eliminated
at the early design stage. It also gives opportunities for design automation, which has
not been addressed in this thesis.

Possible further research work includes:

1. system design tools

In order to automate the design of a DRA system, we need design tools to compute the
types and numbers of funtional modules required for a given set of vector computations
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and to produce a switching network to interconnect the functional modules for the
required pipelines.

2. the execution model

The execution model we have presented is very basic. More research is required to
extend it for a wider class of algorithms.

3. an e�cient interconnection of functional modules

One of the major di�culties in the implementation of the computation network is in
the interconnections of the functional modules. More research is required to �nd an
e�cient way to interconnect them.

4. multiple VPUs

Multiple VPUs can tremendously enhance the performance of the system. The system
with multiple VPUs is basically a multiprocessor system. It will raise new problems.

5. programming tools

More research is required to develop programming tools to enhance the programma-
bility of the proposed architecture. Especially, a vectorizing and parallelizing tool will
be useful to run many exiting programs on the DRA system.
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Real-Time Computing

The IEEE Computer Society has published a tutorial on hard real-time systems [172], which
is a collection of published papers on real-time computing. It includes a paper on the next-
generation real-time computing systems [170] and a paper on the scheduling algorithms
for hard real-time systems [37]. Technical issues in real-time computing are described in
[170] and [171]. References [120] and [97] describe fault-tolerant scheduling algorithms for
real-time computing.

Signal Processing

Reference [42] is the seminal paper on FFT (Fast Fourier Transform) by J. W. Cooley and J.
W. Tukey. References [23] and [24] are books on Fourier Transform and Fast Fourier Trans-
form (FFT), respectively. Reference [176] presents variations of the radix-2 FFT algorithm.
Reference [2, Chapter 7, pp.251{276] describes the computational complexity of FFT. Ref-
erence [128] is a book on the principles and signal processing techniques for airborne pulsed
doppler radars. Reference [29] is a book on signal processing techniques for radar systems.

Transaction Processing

Reference [116] is a paper on the classi�cation of transaction processing systems based on
abstracted transaction properties. Reference [76] is a book on performance modeling of
transaction processing systems. Reference [123] is a paper on an OLTP (On-Line Transaction
Processing) performance prediction tool, based on the performance analysis described in
[132].

VLSI and Computing Technologies

The October 1987 issue of Scienti�c American is a special issue on advanced computing
technologies, which includes a paper on a general perspective of advanced computing tech-
nologies [150], a paper on a perspective of parallel architectures for advanced computing [63],
a paper on a perspective of VLSI chips for advanced computing systems [125], a paper on
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a perspective of parallel programming for advanced computing [69], a paper on a perspec-
tive of data-storage technologies for advanced computing [98], a paper on a perspective of
advanced use-computer interfaces [59], and a paper on a perspective of computer networks
for advanced computing [91].

Dedicated Architectures

Hardware implementations of FFT are described in [20], [71], [43], [3], and [41]. Microprogram-
based hardware implementations of FFT are described in [96], [181], [195], and [4]. Recent
FFT processor architectures are described in [15] and [162]. Signal processors with the capa-
bility of vector processing are described in [22], [28], and [60]. VLSI digital signal processors
are described in [113] and [178]. Reference [65] describes a processor dedicated to radar
signal processing. Reference [149] describes a reliable computer architecture for real-time
aerospace applications. Reference [92] and [166] describe computing systems for industrial
process control. Reference [187] describes a fault-tolerant system architecture for commer-
cial transport aircraft control. Reference [31] describes a system architecture for the space
shuttle avionics.

Pipeline Architectures

Reference [93] is a book on the pipeline computers. Reference [156] is a survey paper on
pipeline architectures. Reference [85] also contains chapters on pipeline architecture. Refer-
ences [9] and [8] describe the pipeline processing techniques in the IBM System/360 Model
91. Reference [45] describes pipeline processing in VAX 8600. Reference [78] describes the
CDC STAR-100 architecture. Reference [185] describes the architecture of TI ASC. Refer-
ences [189] and [34] describe the AP-120B. Reference [85, Chapter 4, pp.233-324] describes
the architecture of the FPS-164. Reference [93, Chapter 4, pp.134{173] describes the IBM
3838 array processor. The architecture of the Cray-1 is described in [161], [85, Chapter 4,
pp.233{324], [80, Chapter 2, pp.68{143], and [121]. The CDC Cyber-205 is described in [85,
Chapter 4, pp.233{324], [80, Chapter 2, pp.68{143], and [121]. References [129] and [79]
describe the Fujitsu FACOM VP-200. Reference [140] describes the Hitachi HITAC S-810.
Reference [94] describes the NEX SX. References [27] and [142] describe the IBM System/370
Vector Facility introduced with the IBM 3090 [179]. Its performance evaluation is presented
in [39], [36], [122], and [186].

Parallel Architectures

References [85], [80], [14], [51], [163], [86], and [68] are general references to the MIMD
parallel architecture. Reference [175] describes the Sequent Balance system architecture.
Reference [192] describes the Encore Multimax system. References [165] and [82] describe
the BBN Butter
y Processor. Experience with the Butter
y system is described in [126]
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and [136]. References [197] and [196] describe the C.mmp experimental parallel architecture,
and references [67] and [66] the Cm* parallel architecture, both developed at the Carnegie
Mellon University. Experience with C.mmp and Cm* is described in [89]. Reference [188]
describes the S-1 system. Reference [103] describes the Burroughs Scienti�c Processor (BSP).
Reference [95] describes the Denelcor Heterogeneous Element Processor (HEP). Reference
[70] describes the NYU Ultracomputer. Reference [102] describes the UIUC Cedar system.
Reference [151] describes the IBM RP3. Reference [85, Chapter 9, pp.643{731] describes the
Cray X-MP. Reference [84] presents discussions about the multiprocessor supercomputers.
References [64], [148], and [47] describe the synchronization issues in multiprocessor systems.
Reference [46] gives a survey on the synchronization techniques. Reference [152] describes
the hot spot contention problem.

Massively Parallel Architectures

References [25] and [81] describe the Illiac IV developed at the University of Illinois. Ref-
erences [154] and [17] describe Goodyear's Massively Parallel Processor. References [77]
and [180] describe Thinking Machines' Connection Machine. Reference [57] describes the
ICL DAP system. Reference [62] describes the CLIP system. Reference [16] describes the
STARAN system. Reference [160] describes the RPA (Recon�gurable Processor Array) sys-
tem.

Systolic Architectures

The concept of systolic arrays was �rst presented by H. T. Kung and C. E. Leiserson in
[104]. General references to systolic arrays include [105], [115], [61], [106], and [108]. The
wavefront arrays are described in [107], [108], and [109]. Reference [118] presents a rigorous
approach to characterizing the systolic structures.

VLIW Architectures

References [54] and [55] describes the VLIW architecture. Reference [50] presents the Bulldog
compiler for the VLIW architecture. Reference [53] describes the trace scheduling technique
for microcode compaction, on which the VLIW compiler is based. Reference [131] reports
on the potential parallelism in programs.

Hypercube Architecture

The hypercube architecture is described in [167], [12], and [74].
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Data-Flow Architecture

The data
ow architecture is described in [44], [177], [11], and [117]. Reference [124] describes
the VAL programming language for the data
ow architecture.

RISC Architecture

The RISC architecture is described in [145], [155], [75], [147], and [183]. Reference [146]
made a case for the RISC architecture. Commercial RISC microprocessors are described in
[6] (Motolora 88000), [157] (MIPS R3000), and [114] (Hewlett-Packard PA).

Superscalar Architecture

Reference [88] is a book on the superscalar architecture. References [90] and [182] present
the studies on the available instruction-level parallelism for the superscalar architecture.

Performance Models

Reference [7] is a paper on the well known Amdahl's Law. Reference [184] describes the
e�ect of serial portion on the parallel performance. Reference [58] presents the taxonomy
of computer architectures proposed by M. J. Flynn. Reference [193] presents elaborate
discussions about the parallel performance.

Vectorizing Compilers

The basic techniques for vectorizing programs are described in [101], [144], [5], and [190].
The dependence analysis, on which the vectorizing techniques are based, is described in [99,
Chapter 2, pp.80{186], [143], [100], [191], [52], and [119]. Commercial vectorizing compilers
include [10] (CDC Cycber-205), [199] (Hitachi S-810), [164] (IBM), [174] (FACOMVP), [127]
(Convex), and [40] (Unisys).

Debugging Tools

References [18], [13], and [33] present the snapshot approach to debugging parallel programs.
References [32], [38], and [112] present the replay approach. Reference [135] presents an
approach to unifying debugging and performance tuning for parallel programs.

Execution Models

Reference [87] describes the multipipeline networking techniques. Reference [130] describes
the vector-reduction techniques. Reference [19] describes the optimal chaining of vector
operations.
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Dynamically Recon�gurable Systems

Reference [169] is a technical report on dynamically recon�gurable systems. Reference [35]
presents a taxonomy of recon�guration techniques for fault-tolerant processor arrays. Refer-
ence [159] presents the e�cient algorithms for recon�guring processor arrays in the presence
of faulty processors and �xed hardware resources. Reference [48] describes a general ap-
proach to designing tree-structured multiprocessors with optimal or near-optimal fault toler-
ance properties. Reference [56] describes the Recon�gurable Arithmetic Processor developed
at MIT.

Miscellaneous Topics

Reference [58] describes Flynn's taxonomy of computer architecture. Reference [30] describes
the IBM System/370 architecture. Reference [141] describes the IBM System/370 Extended
Architecture. Reference [153] describes the IBM ESA/370 architecture. Reference [83] is
a book on computer arithmetic. Reference [99] is a book on the structure of computers.
Reference [111] is on prime memory systems. References [168], [1], and [194] describe the
interconnection networks.

Our Work

References [133], [134], [137], [138], and [139] describe the techniques used in the MSP, an
example implementation of the DRA. Reference [178] presents a 32-bit VLSI digital signal
processor. Reference [136] describes our experience with Chrysalis on the BBN Butter
y
Processor. Reference [135] presents a uni�ed approach to debugging and performance eval-
uation of parallel programs. Reference [123] is a paper on an OLTP performance prediction
tool called SMART. Reference [132] is a paper on the performance analysis of an OLTP
system.
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