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Abstract
We present a real-time-capable set-based framework for closed-loop predictive control of au-
tonomous systems using tools from computational geometry, dynamic programming, and
convex optimization. The control architecture relies on the offline precomputation of the con-
trollable tube, i.e, a time-indexed sequence of controllable sets, which are sets that contain
all possible states that can reach a terminal set under state and control constraints. Sets
are represented using constrained zonotopes (CZs), which are efficient encodings of convex
polytopes that support fast set operations and enable tractable dynamic programming in
high dimensions. Online, we obtain a globally optimal control profile via a forward rollout,
i.e., by solving a series of one-step optimal control problems, each of which takes the current
state to the next controllable set in the tube. Our key contributions are: (1) free-final-time
optimality: we devise an optimal horizon computation algorithm to achieve global optimal-
ity, and (2) robustness: we handle stochastic uncertainty in both the state and control, with
probabilistic guarantees, by constructing bounded disturbance sets. The optimal control ap-
proach we propose is exact (approximation-free) for optimal control problems with polytopic
feasible sets, and conservative in the right direction for their robust variants. By means of
an autonomous precision landing case study, we demonstrate globally optimal free-final-time
guidance and robustness to navigation and actuation uncertainties.

AIAA SciTech Forum 2026

c© 2026 MERL. This work may not be copied or reproduced in whole or in part for any commercial purpose. Permission
to copy in whole or in part without payment of fee is granted for nonprofit educational and research purposes provided
that all such whole or partial copies include the following: a notice that such copying is by permission of Mitsubishi
Electric Research Laboratories, Inc.; an acknowledgment of the authors and individual contributions to the work; and
all applicable portions of the copyright notice. Copying, reproduction, or republishing for any other purpose shall
require a license with payment of fee to Mitsubishi Electric Research Laboratories, Inc. All rights reserved.

Mitsubishi Electric Research Laboratories, Inc.
201 Broadway, Cambridge, Massachusetts 02139





Robust Optimal Control for Autonomous Precision Landing
via Set-based Dynamic Programming

Abhinav G. Kamath∗,
University of Washington, Seattle, WA 98195, USA

Abraham P. Vinod†, Purnanand Elango‡, Stefano Di Cairano§, Avishai Weiss¶

Mitsubishi Electric Research Laboratories, Cambridge, MA 02139, USA

We present a real-time-capable set-based framework for closed-loop predictive control
of autonomous systems using tools from computational geometry, dynamic programming,
and convex optimization. The control architecture relies on the offline precomputation of
the controllable tube, i.e, a time-indexed sequence of controllable sets, which are sets that
contain all possible states that can reach a terminal set under state and control constraints.
Sets are represented using constrained zonotopes (CZs), which are efficient encodings of
convex polytopes that support fast set operations and enable tractable dynamic program-
ming in high dimensions. Online, we obtain a globally optimal control profile via a forward
rollout, i.e., by solving a series of one-step optimal control problems, each of which takes
the current state to the next controllable set in the tube. Our key contributions are: (1)
free-final-time optimality: we devise an optimal horizon computation algorithm to achieve
global optimality, and (2) robustness: we handle stochastic uncertainty in both the state
and control, with probabilistic guarantees, by constructing bounded disturbance sets. The
optimal control approach we propose is exact (approximation-free) for optimal control prob-
lems with polytopic feasible sets, and conservative in the right direction for their robust
variants. By means of an autonomous precision landing case study, we demonstrate globally
optimal free-final-time guidance and robustness to navigation and actuation uncertainties.

I. Introduction

Modern autonomous systems require advanced real-time-capable control methods. The control problem of
autonomous precision landing is particularly challenging owing to payload capacity coming at a premium
and estimation and control errors due to uncertainty in navigation and actuation [1, 2, 3, 4]. At the same
time, the overarching goal of autonomous precision landing missions is to maximize the payload capacity by
minimizing propellant consumption (optimal control), while remaining robust to navigation and actuation
uncertainty (robust control). These competing requirements naturally lead to the need for a unified control
architecture.

In this work, motivated by the autonomous precision landing problem, we develop a computationally tractable
and real-time-capable approach to optimal and robust predictive control—for a class of systems—within a
unified control architecture. Our approach is set-theoretic: we present general results for closed-loop optimal
control and for control under modeled state and control uncertainty. We develop a computational framework
for closed-loop control via dynamic programming over a controllable tube, i.e., a time-indexed sequence of
controllable sets [5]. For computational tractability, we leverage constrained zonotopes, a representation of
compact convex polytopes that admits efficient and scalable set operations [6].

Robust open-loop control with both state and control uncertainty can be prohibitively conservative, motivat-
ing the need for a closed-loop control framework [7]. Global optimality in a closed-loop setting is naturally
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characterized by dynamic programming [8]. Standard approaches to dynamic programming, however, re-
quire discretization of the state space and suffer from the curse of dimensionality, making them intractable
for high-dimensional systems [9]. Recently, it was shown that for a class of nonlinear optimal control prob-
lems, dynamic programming can be made tractable by lossless convexification, a state-augmentation, and
employing controllable tubes [5], which we adopt in this work. The tractability of dynamic programming,
consequently, relies on the tractability of controllable tube generation, for which we use constrained zonotopes
[6].

The main contributions of this paper are: (i) a general set-theoretic result for closed-loop free-final-time
control, and (ii) robust control accounting for both control uncertainty and time-varying state uncertainty; all
with computationally tractable implementations, as demonstrated by means of a comprehensive autonomous
precision landing case study.

Optimal predictive control for constrained systems is typically achieved by either: (i) model predictive control
(MPC) and its variants [10, 11, 12, 13], and (ii) dynamic programming (DP) and its variants [8, 14, 9, 15, 16].
MPC involves the generation of an open-loop control sequence over a time-horizon, only applying the first
control input, and repeating the process at each step [10, 7, 17, 18, 13]. Despite providing a feedback action
to close the loop, the nominal prediction across the time-horizon itself is feedback-agnostic, i.e., it is open-
loop, and robust variants tend to be conservative in terms of handling disturbances [7]. DP, in contrast,
yields globally optimal closed-loop policies, but standard techniques rely on state-space discretization and
storage of value function evaluations for each state across the entire time-horizon, the number of which grows
exponentially as a function of the state dimension, thus limiting its use to small-dimensional systems [9].
Owing to the closed-loop nature of DP, robust control is less conservative than open-loop approaches.

Set-based methods in control [19, 7] have recently emerged as a popular approach to deterministic optimal
control [20, 21] and robust optimal control [22, 23, 24, 5]. Specifically, [20, 21, 22] propose open-loop
approaches that involve the construction of a controllable set for the autonomous precision landing problem,
and [25, 26, 27, 24, 28, 5] propose closed-loop approaches that involve the construction of a controllable
tube, i.e., a sequence of controllable sets, applied to spacecraft rendezvous trajectory optimization [25, 27,
23, 28, 24]. Most set-theoretic approaches leverage polytopes, which are often limited to low dimensions
due to computational challenges [19]. However, the introduction of constrained zonotopes (CZs) has enabled
computationally tractable set operations in high dimensions [6], which are largely beneficial in the field of
control [6, 23, 24, 5].

In the context of autonomous precision landing, while earlier work dealt with deterministic optimal control
[29, 30], there has been recent work on stochastic guidance and feedback control for landing as well [31, 32, 33].
More recently, [21] proposed a deterministic open-loop control framework for lunar landing with divert
capabilities, which was later extended to account for navigational uncertainty in [22]—these papers made use
of a convex-optimization-based simplicial “facet-pushing” algorithm to construct the open-loop controllable
set, first presented in [20]. The case study we present herein serves as a closed-loop extension to the work
on autonomous precision landing with the proposed novel contributions: closed-loop free-final-time optimal
control and closed-loop control with robustness to both actuation (control) uncertainties and time-varying
navigation (state) uncertainties.

Organization of the paper : We present optimal control and set-based preliminaries in §II. We then describe
the set-based control architecture for closed-loop free-final-time optimal control in §III and robust control
in §IV. Finally, we demonstrate the proposed framework by means of an autonomous precision landing case
study in §V.

II. Preliminaries

In this section, we present the preliminaries that will aid in the development of the proposed computational
framework in the paper. In §II.A, we formulate the template deterministic optimal control problem and con-
struct a corresponding discrete-time convex optimal control problem with a polytopic feasible set. In §II.B,
we present a computationally tractable approach to generating a polytopic inner approximation of a second-
order (quadratic) cone, intersected with a halfspace, to convert second-order cone constraint sets—which
show up in several control problems, including autonomous precision landing—to polytopes. Then, in §II.C,
we define constrained zonotopes and describe the associated set operations. The use of constrained zono-
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topes enables the efficient generation of controllable tubes, which we describe in §II.D. Finally, we present
the one-step optimal control problem—that is executed online as part of the forward rollout—in §II.E.

II.A. The Deterministic Optimal Control Problem

We first consider a class of free-final-time optimal control problems in continuous-time, in the Lagrange
form, with a convex cost functional, a class of nonlinear dynamical systems, and convex state and control
constraints, as shown in Problem P1.

Problem P1: Template Continuous-Time Optimal Control Problem (Nonconvex)

minimize
tf , u

Cost Functional:
∫ tf

0
β h(u(t)) dt (P1a)

subject to Dynamics: ẋ(t) = Ac x(t) + Bc u(t) + Gc h(u(t)) + dc, ∀t ∈ [0, tf ] (P1b)
State Constraints: x(t) ∈ Xcvx, ∀t ∈ [0, tf ] (P1c)
Control Constraints: u(t) ∈ Ucvx, ∀t ∈ [0, tf ] (P1d)
Initial Condition: x(0) = xi (P1e)
Final Condition: x(tf) ∈ Xfcvx (P1f)

In Problem P1, tf ∈ R++ is the final time (a free variable), x(t) ∈ Rnx is the state, u(t) ∈ Rnu is the control
input, β ∈ R++ is a constant, and h : Rnu → R is a convex function; Xcvx ⊂ Rnx and Ucvx ⊂ Rnu are the
convex state and control constraint sets, respectively; Xfcvx is the convex final state set; and xi ∈ Rnx is the
fixed initial condition. In the dynamics, Ac ∈ Rnx×nx is the system matrix, Bc ∈ Rnx×nu is the control input
matrix, Gc ∈ Rnx is a vector that governs the influence of the convex function, h, on the state evolution,
and dc ∈ Rnx is the affine term. All the constraint sets considered in this paper are assumed to be compact.
Note that Problem P1 is nonconvex due to the presence of convex functions, h, in the equality constraint
given by Equation (P1b).

Problem P1 can be relaxed to Problem P2, which is convex. In Problem P2, σ(t) ∈ R, which will be treated

Problem P2: Template Continuous-Time Optimal Control Problem (Convexified)

minimize
tf , u, σ

Cost Functional: J :=
∫ tf

0
β σ(t) dt (P2a)

subject to Dynamics: ẋ(t) = Ac x(t) + Bc u(t) + Gc σ(t) + dc, ∀t ∈ [0, tf ] (P2b)
Convex Relaxation: h(u(t)) ≤ σ(t), ∀t ∈ [0, tf ] (P2c)
State Constraints: x(t) ∈ Xcvx, ∀t ∈ [0, tf ] (P2d)

Control Constraints: (u(t), σ(t)) ∈ Ûcvx, ∀t ∈ [0, tf ] (P2e)
Initial Condition: x(0) = xi (P2f)
Final Condition: x(tf) ∈ Xfcvx (P2g)

as an auxiliary control input, is the slack variable introduced to convexify the problem, and Ûcvx ⊂ Rnu+1

is the augmented control constraint set. Note that Problem P2 bears resemblance to the problem templates
considered in the vast body of literature on lossless convexification in optimal control [34, 35, 5], which are
shown to recover globally optimal solutions to the original nonconvex problems.

Cost-To-Go Augmentation Recently, in the discrete-time setting, a general version of Problem P1 was
shown to be losslessly convexifiable under some conditions [5]. Specifically, [5] leverages dynamic program-
ming for the synthesis of the online controller to achieve global optimality in a closed loop using the so-called
controllable tube (see §II.D). A key insight in [5] is that the controllable tube must explicitly account for the
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cost-to-go, which can be subsequently minimized in the forward rollout. Next, we discuss augmentation of
the dynamical system with the cost-to-go dynamics.

From the cost functional in Equation (P2a), J , the cost-to-go at any t ∈ [0, tf ] is given by:

c(t) :=
∫ tf

t

β σ(τ) dτ (1)

Note that J = c(0). Taking the time-derivative of the cost-to-go yield the auxiliary dynamical system:

ċ(t) = d

dt

∫ tf

t

β σ(τ) dτ = d

dt

∫ t

tf

−β σ(τ) dτ = −β σ(t) (2)

From Equation (1), the boundary conditions for this auxiliary dynamical system are given by:

c(0) =
∫ tf

0
β σ(t) dt = J = free (3a)

c(tf) = 0 (3b)
Augmenting the dynamical system with the cost-to-go dynamics (Equation (2)) and writing the cost func-
tional in terms of the cost-to-go state yields Problem P3, which is equivalent to Problem P2.

Problem P3: Template Continuous-Time Optimal Control Problem (Augmented)

minimize
tf , u, σ, c(0)

Cost Functional: c(0) (P3a)

subject to Dynamics: ẋ(t) = Ac x(t) + Bc u(t) + Gc σ(t) + dc, ∀t ∈ [0, tf ] (P3b)
Cost-to-go Dynamics: ċ(t) = −β σ(t), ∀t ∈ [0, tf ] (P3c)
State Constraints: (x(t), c(t)) ∈ X̃cvx, ∀t ∈ [0, tf ] (P3d)
Control Constraints: (u(t), σ(t)) ∈ Ũcvx, ∀t ∈ [0, tf ] (P3e)
Initial Condition: x(0) = xi (P3f)
Final Condition: x(tf) ∈ Xfcvx , c(tf) = 0 (P3g)

In Problem P3, X̃cvx ⊂ Rnx+1 is the augmented state constraint set and Ũcvx ⊂ Rnu+1 is the augmented
control constraint set, subsuming the constraint set defined by the convex relaxation in Equation (P2c).

We adopt a zero-order hold (ZOH), i.e., a piecewise-constant control parameterization, and time-discretize
Problem P3. Assuming the true optimal control is a continuous signal, the control parameterization may lead
to suboptimality, but since the dynamics themselves are exactly discretized, the continuous-time trajectory
will exactly pass through the discrete temporal nodes. The state and control constraint sets are only
considered at the nodes. Given (i) the convexity of the control constraint sets, and (ii) the ZOH control
parameterization, the control constraints are guaranteed to be satisfied at and in between temporal nodes.
For the state, however, these constraints are only imposed at (finitely many) temporal nodes and inter-sample
constraint satisfaction is not guaranteed in general. The resulting discrete-time optimal control problem is
shown in Problem P4.

Problem P4: Template Discrete-Time Optimal Control Problem (Conic)

minimize
N, c1,

u1, ..., uN−1,
σ1, ..., σN−1

Cost Function: c1 (P4a)

subject to Dynamics: (xk+1, ck+1) = A · (xk, ck) + B · (uk, σk) + d, k = 1, . . . , N − 1 (P4b)

State Constraints: (xk, ck) ∈ X̃cvx, k = 1, . . . , N (P4c)

Control Constraints: (uk, σk) ∈ Ũcvx, k = 1, . . . , N − 1 (P4d)
Initial Condition: x1 = xi (P4e)

Final Condition: (xN , cN ) ∈ X̃fcvx (P4f)
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In Problem P4, N is the number of temporal nodes (the horizon length), A and d are the discrete-time
counterparts of blkdiag{Ac, 0} ∈ R(nx+1)×(nx+1) and (dc, 0) ∈ Rnx+1, respectively, B is the discrete-time

counterpart of
[
Bc Gc

0nu
−β

]
∈ R(nx+1)×(nu+1), and X̃fcvx := Xf × {0}. We assume A is given by a matrix

exponential and is hence always invertible. Problem P4 is conic since X̃cvx and Ũcvx can be arbitrary conic
constraint sets.

The polytopic approximation of Problem P4 is given by Problem P5.

Problem P5: Template Discrete-Time Optimal Control Problem (Polytopic)

minimize
N, c1,

u1, ..., uN−1,
σ1, ..., σN−1

Cost Function: c1 (P5a)

subject to Dynamics: (xk+1, ck+1) = A · (xk, ck) + B · (uk, σk) + d, k = 1, . . . , N − 1 (P5b)

State Constraints: (xk, ck) ∈ X̃ , k = 1, . . . , N (P5c)

Control Constraints: (uk, σk) ∈ Ũ , k = 1, . . . , N − 1 (P5d)
Initial Condition: x1 = xi (P5e)

Final Condition: (xN , cN ) ∈ X̃f (P5f)

In Problem P5, X̃ , Ũ , and X̃f are the polytopic approximations of X̃cvx, Ũcvx, and X̃fcvx , respectively. Note
that there is no approximation involved if a constraint set is polytopic to begin with.

The optimal control approach we describe in this paper is exact for the template polytopic optimal control
problem given by Problem P5. However, in the realm of optimal control, most problems are better repre-
sented by the template of Problem P1, which may involve second-order cone constraints that need to be
approximated to fit the template of Problem P5, as shown. In §II.B, we provide a numerically tractable
method to obtain “good” polytopic approximations to these convexified conic programs (Problem P4) for
the special case wherein the conic constraint sets are quadratic cones, which are also known as standard/unit
second-order cones (SOCs), ice-cream cones, or Lorentz cones [36].

II.B. Polytopic Inner Approximation of a Compact Quadratic Cone

Figure 1: Polytopic inner approximation of a 3-dimensional compact quadratic cone.

For controllable tube generation as described in §II.D, the constraint sets are required to be polytopic, i.e.,
convex, closed, and bounded. There exist methods in the literature to obtain polyhedral outer approxi-
mations of an n-dimensional (unbounded, i.e., non-compact) quadratic cone [37, 38]. However, in order to
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ensure that the generated controllable tube is conservative rather than infeasible, i.e., to guarantee feasibility
of all points in the set, the polytopic constraint set must be an inner approximation of the original constraint
set.

Motivated by these reasons, we propose a computationally tractable approach to obtaining a polytopic inner
approximation of a closed and bounded, i.e., compact, n-dimensional quadratic cone, which is a special case
of a quadratic cone, intersected with a halfspace.

We define a compact quadratic cone (CQC) as follows:

Ln
cqc :=

{
(z, t)

∣∣ ∥z∥2 ≤ t, 0 ≤ t ≤ tmax
}

(4)

where z ∈ Rn−1 and t ∈ R.

To obtain a polytopic approximation of Ln
cqc, we take a slice of Ln

cqc along t = tmax:

L̃n
cqc :=

{
(z, t)

∣∣ ∥z∥2 ≤ tmax, t = tmax
}

(5)

Here, Z :=
{
z

∣∣ ∥z∥2 ≤ tmax
}

defines an (n− 1)-dimensional hyperball.

Now, we proceed to uniformly spread points on the boundary of the (n − 1)-dimensional hyperball by
(approximately) solving a difference-of-convex (DC) optimization problem via the convex-concave procedure∗

[28, 26, 39]. The accuracy of the approximation can be improved by increasing the number of points. These
(n− 1)-dimensional points are then lifted to n dimensions with t = tmax.

The convex hull of the union of these points and the origin (in n dimensions) is a polytope that is guaranteed
to be an inner approximation of the original CQC. Figure 1 shows the polytopic approximation of a 3-
dimensional CQC with 10 points spread on the boundary of the 2-dimensional hyperball, i.e., a circle.

II.C. Constrained Zonotopes

Polytopes are sets with a finite number of facets (flat sides). Convex polytopes that are closed and bounded,
i.e., compact, can be represented either as the convex hull of a finite number of points/vertices (vertex
representation: V-rep) or as the intersection of a finite number of halfspaces (halfspace representation:
H-rep). In this work, we use the term polytopes to refer to compact convex polytopes.

Zonotopes are sets that are given by the Minkowski sum of line segments, called generators, with unit-
box-constrained weights, known as latent variables, which are typically higher-dimensional than the set
itself. Constrained zonotopes (CZs) are zonotopes with additional affine equality constraints on the weights
(constrained generator representation: CG-rep)—they are a recently introduced class of sets that can be
used to describe arbitrary polytopes, with distinct computational advantages over standard representations
(V-rep, H-rep) [6]. In fact, a set is a constrained zonotope if and only if it is a polytope [6, Theorem 1].
While V-rep and H-rep polytopes suffer from the curse of dimensionality with exponential blow-up [40],
CG-rep CZs do not (see Table 1). This key characteristic of CZs, in addition to the efficiency and accuracy
of the corresponding set operations, has led to significant adoption in set-based methods, especially in the
fields of estimation and control [6, 24].

Operation V-REP Polytope H-REP Polytope CG-REP CZ

Intersection × ✓ ✓

Minkowski Sum × × ✓

Affine Map ✓ ×† ✓

Table 1: Computational complexity for the required set operations in Algorithm 1: ✓ indicates
that the operation has polynomial complexity and × indicates that it has exponential complexity
(†exponential complexity in general, but polynomial complexity if the map is invertible).

∗This is for n ≥ 3; for n ≤ 2, the uniform spreading problem can be solved in closed-form.
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A CZ in CG-rep is defined by the following set [6, 41, 24, 28]:

Z := Z(G, c,A, b) = {x | ∃ ξ, x = Gξ + c, ∥ξ∥∞ ≤ 1, A ξ = b} (6)

where x ∈ Rn, ξ ∈ Rng , G ∈ Rn×ng , c ∈ Rn, A ∈ Rne×ng , and b ∈ Rne ; n is the dimension of the CZ, ng

is the number of generators (columns of G), and ne is the number of equality constraints. Some useful set
operations in terms of constrained zonotopes are presented in Table 2, where we use the following shorthand
to denote a CG-rep CZ: Zi := {Gi, ci, Ai, bi}, where i ∈ Z++ is used to describe operations that involve
more than one CZ. The subscript is dropped in the description of operations that only involve one CZ. A
selector matrix is defined to be a matrix with one entry per row, which is unity.

Operation Method Description

Affine Map
RZ + r

{R G, R c + r, A, b} RZ + r := {R x + r | x ∈ Z}, where R ∈
Rnr×n and r ∈ Rnr

Intersection
Z1 ∩ Z2

[
G1 0

]
, c1,

A1 0
0 A2

G1 −G2

,

 b1

b2

c2 − c1

 Z1 ∩ Z2 := {x ∈ Z1 | x ∈ Z2}

Minkowski Sum
Z1 ⊕Z2

{[
G1 G2

]
, c1 + c2,

[
A1 0
0 A2

]
,

[
b1

b2

]}
Z1 ⊕Z2 := {x1 + x2 | x1 ∈ Z1, x2 ∈ Z2}

Pontryagin Difference
Z1 ⊖Z2

[24, Algorithm 3]
(inner approximation) Z1 ⊖Z2 := {x1 | ∀x2 ∈ Z2, x1 + x2 ∈ Z1}

Intersection with Affine Set
Z ∩ {x | H x = h}

{
G, c,

[
A

H G

]
,

[
b

h−H c

]}
x ∈ Rn, H ∈ Rnh×n, and h ∈ Rnh

Slice
Z ∩ {x | E x = x̄}

{
G, c,

[
A

E G

]
,

[
b

x̄− E c

]} special case of intersection with affine set,
where x̄ ∈ Rnx̄ , nx̄ ≤ n, and E ∈ Rnx̄×n is
a selector matrix

Projection
E Z {E G, E c, A, b} special case of affine map, where E ∈ Rnx̄×n

is a selector matrix, nx̄ ≤ n

Distance minimize
x ∈ Z

∥y − x∥p
y ∈ Rn is the point to be projected onto the
set to compute the p-norm distance

Containment minimize
x ∈ Z

∥y − x∥p
y ∈ Z if the distance is zero; y /∈ Z other-
wise

Emptiness minimize
x ∈ Z

0 the set is empty if the problem is infeasible;
the set is nonempty otherwise

Support maximize
x ∈ Z

η⊤x η ∈ Rn is the direction vector along which
to evaluate the support function

Extreme Point argmax
x ∈ Z

η⊤x point on the boundary of the set along the
direction vector, η

Table 2: Useful set operations in terms of constrained zonotopes, which can be found in [6, 41, 24, 28].

II.D. Controllable Tube Generation (Offline)

We refer to the target final set as the terminal set. We refer to the set of all initial conditions from which a
given final set is reachable, in the presence of state and control constraints, for a given trajectory time, as a
controllable set. The union of all such controllable sets over time is referred to as the controllable tube.

We start with deterministic optimal control problems. For problems that fit the template of Problem P5, the
exact controllable tube can be constructed by means of a simple backward set-recursion, given by Algorithm
1, which is executed offline. Algorithm 1 is computationally tractable even in high dimensions when the sets
in question are represented as constrained zonotopes (CG-rep). This can be extended to handle problems
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with uncertainties, which will be discussed in §IV. Note that the generated controllable (backward reachable)
sets are guaranteed to be feasible with respect to Problem P4.
Here, N is the number of temporal nodes (the horizon length) and csk is the kth controllable set, the union
over k = 1, . . . , N of which is the controllable tube. If the cost-to-go is strictly monotonically decreasing (and
since the cost-to-go is bounded by construction), this set recursion is guaranteed to terminate for a finite N ,
i.e., the set recursion will yield empty sets after N iterations, in which case the first nonempty controllable
set, cs1, corresponds to the maximum-feasible trajectory time. In practice, since N is not known a priori,
this backward recursion is performed starting with index 1 until it terminates at an index, N , after which
the indices are reversed.

II.E. One-Step Optimal Control (Online)

As shown in [5], closed-loop optimal control synthesis may be done via a forward rollout, i.e., by solving
a sequence of one-step optimal control problems. The forward rollout involves minimization of the current
cost-to-go, and one-step set-containment constraints: the next-step controllable set for the propagated state,
and the current-step control constraint set for the control input. The optimal control problem—given by
Problem P6—itself is a linear program (LP), and can be solved using efficient LP solvers [42, 43, 44, 45].

Problem P6: One-Step Optimal Control Problem (Polytopic)

minimize
uk, σk, ck

Cost Function: ck (P6a)

subject to Dynamics: (xk+1, ck+1) = A · (xk, ck) + B · (uk, σk) + d (P6b)
State Constraints (Controllable Set): (xk+1, ck+1) ∈ csk+1 (P6c)
Control Constraints (Polytopic): (uk, σk) ∈ Ũ (P6d)

Remark 1. The control constraint set, Ũ , in the one-step optimal control problem, Problem P6, need not be
the polytopic approximation. Instead, we can use the original conic control input set—since it is larger than
the polytopic approximation by construction—and solve Problem P7. This has the two-fold benefit of: (i)
rendering the convex relaxation tight with respect to the original conic constraint, and (ii) producing solutions
with a lower cost. Consequently, instead of solving a sequence of 1-step linear programs, we would solve a
sequence of 1-step conic programs, for which there exist efficient solvers [46, 47, 48, 49].

Algorithm 1 Set Recursion for Controllable Tube Generation

Inputs: N , A, B, d, X̃ , X̃f , Ũ

1: csN ← X̃f

2: for k = (N − 1), (N − 2), . . . , 2, 1 do
3: csk = X̃ ∩A−1 (

csk+1 ⊕
(
−B Ũ − d

))
▷ ⊕: Minkowski sum

4: end for

Return: cs1,...,N
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Problem P7: One-Step Optimal Control Problem

minimize
uk, σk, ck

Cost Function: ck (P7a)

subject to Dynamics: (xk+1, ck+1) = A · (xk, ck) + B · (uk, σk) + d (P7b)
State Constraints (Controllable Set): (xk+1, ck+1) ∈ csk+1 (P7c)
Control Constraints (Conic): (uk, σk) ∈ Ũcvx (P7d)

Remark 2. The recursive feasibility of Problems P6 and P7 is guaranteed by Equations (P6c) and (P7c),
respectively.

III. Free-Final-Time Optimal Control

Figure 2: The open-loop approach (left) vs. the closed-loop approach using a controllable tube, i.e.,
a collection of controllable sets (right): the closed-loop approach (Algorithm 3) recovers a globally
optimal solution to the open-loop problem (Problem P5).

In this section, we present the first main result, a computationally tractable set-based approach to free-
final-time optimal control. We present the computation of the optimal horizon length in §III.A, and the
corresponding free-final-time forward rollout algorithm in §III.B.

III.A. Optimal Horizon Computation

With the existing controllable tube architecture, we can compute the free-final-time cost-optimal closed-
loop trajectory, for a given initial condition, directly. The proposed approach requires simple and cheap
set operations and the solution to small-dimensional linear programs. A notable contribution here is that
this method can apply to problems that fit the template of Problem P5 in general, as long as the backward
set-recursion terminates for a finite N ; i.e., we make no assumptions on the relationship between the cost
metric and the trajectory time. However, additional information about this relationship, if known, can be
leveraged to accelerate the search. For example, if the relationship is known to be unimodal [50, 51], a golden
section search can be employed [52, 53].

During online execution, the initial condition of the system may be contained in several of the controllable
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sets. In other words, there may exist feasible solutions to the terminal set starting from many different
controllable sets—if the system can reach the terminal set in M ≤ N steps (with M − 1 control actions) for
example, it could potentially reach the terminal set in M + 1 steps (with M control actions) and/or M − 1
steps (with M − 2 control actions), and so on, as well.

A natural approach then is to check for containment of the initial condition point in the controllable sets
starting from the terminal set, going backward in time, and to then stop when the first containment is
achieved. This would correspond to the minimum-time solution [19]. However, rather than choosing the
minimum-time controllable set (or any other time-slice based on such heuristics), we can instead choose the
time-slice that corresponds to the least possible cost-to-go, which is easy to evaluate in real-time.

Now, we present a general set-theoretic result for free-final-time optimal control that we then leverage within
our computational closed-loop control framework.

Theorem 1. Let x = xi ∈ Rnx be the initial condition (current state). Further, let:

K := {k ∈ {1, . . . , N} | xi ∈ {x | (x, c) ∈ csk}} (7)
Ck(xi) := {c | (xi, c) ∈ csk}, k ∈ K (8)

ck := min
c ∈ Ck(xi)

c (9)

where K is the set of indices of controllable sets csk, k = 1, . . . , N , that contain xi, and, for any k ∈ K,
Ck(xi) is the slice of csk at xi projected onto the cost-to-go coordinate, and ck is the minimum of Ck(xi).
Assume K is nonempty and, for all k ∈ K, csk is compact. Then the globally optimal horizon length is
N − k⋆, where:

k⋆ = argmin
k ∈ K

ck (10)

and the corresponding globally optimal cost is:

c⋆ := ck⋆ (11)

Proof. Consider any k ∈ K. Let the optimal trajectory cost to go from xi to Xf in N − k steps be Jk. By
construction, (x, c) ∈ csk if and only if there exists a sequence of N − k feasible one-step control actions
from x to Xf , with cost less than or equal to c, i.e.:

Jk ≤ c, ∀ c ∈ Ck(xi) ⇐⇒ Jk ≤ min
c ∈ Ck(xi)

c ⇐⇒ Jk ≤ ck (12)

Next, since the last dimension in csk is the cost-to-go state (by construction), we have that (xi, Jk) ∈ csk,
which implies Jk ∈ Ck(xi). Therefore, we have:

min
c ∈ Ck(xi)

c ≤ Jk ⇐⇒ ck ≤ Jk (13)

From Equations (12) and (13), we have:

Jk = ck (14)

Taking the minimum of Equation (14) over k ∈ K, we get:

min
k ∈ K

Jk = min
k ∈ K

ck (15)

which is attained at k⋆ = argmink ∈ K ck. Hence, the globally optimal horizon length is N − k⋆ and the
corresponding globally optimal cost is c⋆ = ck⋆ .

Remark 3. If csk, k ∈ K, are compact convex sets, then each Ck(xi) is a closed interval in R, and
minc ∈ Ck(xi) c is its left endpoint.
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To compute the minimum cost-to-go, we first slice the (nx + 1)-dimensional controllable tube along the
nx-dimensional initial condition point, project it onto the cost-to-go coordinate (to obtain an interval, i.e., a
set in one dimension), and then compute the left extreme point of the remaining one-dimensional cost-to-go
set (interval). This value corresponds to the minimum possible cost-to-go from that particular controllable
set. Note that this set, although 1-dimensional, is a constrained zonotope, so computing the left extreme
point requires solving a linear program.

We perform this computation for each of the time-slices that contain the initial condition, and pick the
time-slice with the least cost-to-go among them. Then, the forward rollout algorithm, as described in §III.B,
starting from this set, will produce the globally optimal trajectory.

Algorithm 2 Optimal Horizon Computation

Inputs: (1) Initial condition: xi
(2) Controllable tube: cs1,...,N

1: K ← containment_check(xi, cs1,...,N ) ▷ Equation (7)

2: for k ∈ K do
3: Ck ← slice csk along xi and project it onto the cost-to-go coordinate
4: ck ← min

c ∈ Ck

c

5: end for
6: k⋆ ← argmin

k ∈ K
ck

Return: k⋆ ▷ optimal start index

Algorithm 2 gives us the optimal starting index, k⋆, i.e., the controllable set index from which to initiate the
sequence of N − k⋆ control actions, which is guaranteed to give us the globally optimal trajectory.

III.B. Forward Rollout

The forward rollout of one-step optimal control problems, from the current controllable set (with index
k) to the next (with index k + 1), is described in Algorithm 3. Note that this is distinct from an open-
loop approach, wherein the sequence of optimal control actions is determined in one shot—unlike that, the
sequence of optimal control actions is determined one step at a time here, allowing for the incorporation of
feedback at every step, making it a closed-loop approach; see Figure 2 for a depiction of the same.

Algorithm 3 Forward Rollout

Inputs: (1) Initial condition: xi
(2) Controllable tube: cs1,...,N

1: k⋆ ← optimal_horizon(xi, cs1,...,N ) ▷ Algorithm 2

2: xk⋆ ← xi

3: for k = k⋆, . . . , N − 1 do
4: xk+1, uk ← one_step_optimal_control(xk, csk+1) ▷ solve Problem P7
5: end for

Return: uk⋆,...,N−1 ▷ globally optimal control sequence

IV. Robust Control

We describe the robust optimal control problem and distinguish between robust open-loop optimal control
and robust closed-loop optimal control in §IV.A. We assume that the state measurements and the control
input are subject to stochastic uncertainty, and further, that the uncertainties in the state are time-varying;
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we describe the modeling of these uncertainties in §IV.B. The robust control approach we propose, however,
requires the characterization of bounded disturbance sets, such that the closed-loop system is robust to any
state and control disturbances that lie within these sets.

Rather than arbitrarily choosing bounded sets for this purpose, we are interested in the systematic construc-
tion of bounded sets that allow us to make the claim that the trajectory, even in the presence of random
disturbance vectors sampled from known (possibly unbounded) probability distributions, is guaranteed to
stay within the controllable tube with a user-specified probability. We describe this procedure in generality
in §IV.C. In the case that the uncertainty is bounded to begin with, the corresponding bounded disturbance
sets can be directly used within our framework.

In the presence of disturbances that are coupled in time, the construction of the bounded disturbance sets
requires additional considerations. Once the disturbance sets are constructed, the state and control constraint
sets, and in turn, the controllable tube, are robustified, i.e., tightened, such that they are robust to the worst-
case disturbances from the bounded sets; we describe the construction of the bounded disturbance sets and
the robustification of the control and state constraints in §IV.D. Note that these steps are performed offline.
Within the confines of this shrunken feasible space, the controller synthesized online is cost-optimal, making
this approach one of robust optimal control, in that we prioritize robustness to disturbances first, and then
optimize performance among the admissible controls.

IV.A. The Robust Optimal Control Problem

In the deterministic case, the open-loop and closed-loop optimal control problems are equivalent [9]. In
the robust case, however, there are differences—specifically, as shown in §IV.A.3, the robust open-loop
optimal control problem described in §IV.A.1 is more conservative than the robust closed-loop optimal
control problem described in §IV.A.2.

IV.A.1. Robust Open-Loop Optimal Control

Consider the optimal control problem given by Problem P5, but with the inclusion of bounded additive
disturbances, wk ∈ Wk ⊂ Rnx+1, where Wk, k = 1, . . . , N , are compact; see Problem P8. This problem
represents the robust open-loop optimal control problem, since any control input along the future horizon
only depends on the state at the beginning of the horizon.

Problem P8: Robust Open-Loop Optimal Control Problem (Polytopic)

min
N, c1

u1, ..., uN−1,
σ1, ..., σN−1

max
w1, ..., wN

c1 (P8a)

s.t. (xk+1, ck+1) = A · (xk, ck) + B · (uk, σk) + d + wk, k = 1, . . . , N − 1 (P8b)

(xk, ck) ∈ X̃ , k = 1, . . . , N (P8c)

(uk, σk) ∈ Ũ , k = 1, . . . , N − 1 (P8d)
wk ∈ Wk, k = 1, . . . , N (P8e)
x1 = xi (P8f)

(xN , cN ) + wN ∈ X̃f (P8g)

In practice, the optimal control problem is first robustified (i.e., the constraints are tightened) with respect
to the worst-case disturbances from the bounded sets (owing to the maximization over them), and then the
entire sequence of controls is solved for at once.

IV.A.2. Robust Closed-Loop Optimal Control

Consider Problem P5 again, with the same bounded additive disturbances, wk ∈ Wk ⊂ Rnx+1, k = 1, . . . , N .
Now, instead of sequential maximization over disturbance and minimization over controls, we leverage the
additional information provided by the value of the current state [9], and formulate an interleaved minimiza-
tion and maximization problem; see Problem P9. This problem represents the robust closed-loop optimal
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control problem, since the control input at any given point in time explicitly depends on the state at the
same time.

Problem P9: Robust Closed-Loop Optimal Control Problem (Polytopic)

min
N, c1

min
u1

max
w1

. . . min
uN−1

max
wN−1

max
wN

c1 (P9a)

s.t. (xk+1, ck+1) = A · (xk, ck) + B · (uk, σk) + d + wk, k = 1, . . . , N − 1 (P9b)

(xk, ck) ∈ X̃ , k = 1, . . . , N (P9c)

(uk, σk) ∈ Ũ , k = 1, . . . , N − 1 (P9d)
wk ∈ Wk, k = 1, . . . , N (P9e)
x1 = xi (P9f)

(xN , cN ) + wN ∈ X̃f (P9g)

In practice, Problem P9 is solved by means of dynamic programming—first, a backward recursion, which
accounts for robustification, as shown in Algorithm 4, and then a forward rollout, i.e., a sequence of one-step
optimal control problems, akin to Problem P7, but with the robustified constraint sets instead.

IV.A.3. Robust Closed-Loop Optimal Control vs. Robust Open-Loop Optimal Control

Consider the max-min inequality [54, Equation (5.46)]:

sup
z∈Z

inf
y∈Y

f(y, z) ≤ inf
y∈Y

sup
z∈Z

f(y, z) (16)

for any f : Rn × Rm → R, any Y ⊆ Rn, and any Z ⊆ Rm. When the maximum and the minimum exist,
Equation (16) can be written as follows:

max
z∈Z

min
y∈Y

f(y, z) ≤ min
y∈Y

max
z∈Z

f(y, z) (17)

Repeated application of the max-min inequality in Equation (17) to Problem P9 (closed-loop) results in
the minimization and maximization operations grouped together, as in Problem P8 (open-loop). Thus, we
conclude that (i) the robust closed-loop optimal control problem has a lower cost than that of its open-loop
counterpart, and (ii) the open-loop approach is more conservative than the closed-loop approach.

IV.B. State and Control Uncertainty Modeling

Let y := (x, c) ∈ Rnx+1 be the augmented state and s := (u, σ) ∈ Rnu+1 be the augmented controls.

Consider the following deterministic discrete-time dynamics (Equation (P5b)) in terms of y and s:

yk+1 = Ayk +B sk + d, k = 1, . . . , N − 1 (18)

We first consider the case where some (or all) of the control inputs are subject to an additive disturbance
that is Gaussian and independent and identically distributed (i.i.d.):

s̃k := sk + Eu
w w

u
k , wu

k ∼ N (0,Σu), k = 1, . . . , N − 1 (19)

where Σu ∈ Sñu is the control disturbance covariance and ñu ≤ nu + 1 is the dimension of the uncertain
controls. We define an embedding matrix to be a matrix that maps/embeds the vector it left-multiplies to/in
a (potentially) higher dimension—it only has one entry per column, and that entry is unity (and thus an
embedding matrix is full column rank); an embedding matrix is akin to the transpose of a selector matrix.
Here, Eu

w ∈ R(nu+1)×ñu is the uncertain-control embedding matrix, i.e., it lifts wu
k from ñu dimensions to

nu + 1 dimensions. For k = 1, . . . , N − 1, we have:

yk+1 = Ayk +B s̃k + d (20a)
= Ayk +B (sk + Eu

w w
u
k ) + d (20b)
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= Ayk +B sk +BEu
w w

u
k + d (20c)

Now, additionally, consider the case where some (or all) of the state measurements, ỹk, k = 1, . . . , N − 1, are
uncertain with independent additive Gaussian disturbances with time-varying covariances:

ỹk := yk + Ex
w w

x
k , wx

k ∼ N (0,Σx
k), k = 1, . . . , N (21)

where Σx
k ∈ Sñx , k = 1, . . . , N , are the (time-varying) state covariances, where ñx ≤ nx + 1 is the dimension

of the uncertain component of the state and Ex
w ∈ R(nx+1)×ñx is the uncertain-state embedding matrix.

Therefore, for k = 1, . . . , N − 1, we have:

ỹk+1 = yk+1 + Ex
w w

x
k+1 (22a)

= Ayk +B sk +BEu
w w

u
k + d+ Ex

w w
x
k+1 (22b)

= A (ỹk − Ex
w w

x
k) +B sk +BEu

w w
u
k + d+ Ex

w w
x
k+1 (22c)

= A ỹk +B sk + d+ (BEu
w w

u
k + Ex

w w
x
k+1 −AEx

w w
x
k) (22d)

Finally, we have:

ỹk+1 = A ỹk +B sk + d+ wk (23)

where, for k = 1, . . . , N − 1, we have:

wk = BEu
w w

u
k + Ex

w w
x
k+1 −AEx

w w
x
k =

[
BEu

w Ex
w −AEx

w

]  wu
k

wx
k+1
wx

k

 := M ŵk (24)

where ŵk := (wu
k , w

x
k+1, w

x
k) ∈ Rñu+ 2 ñx is the concatenation of the disturbance vectors influencing the

dynamics, and M :=
[
BEu

w Ex
w −AEx

w

]
∈ R(nx+1)×(ñu+ 2 ñx) is a linear map. Further, note that wN =

Ex
w w

x
N . Equation (23) represents the uncertain dynamical system.

IV.C. Representing Stochastic Uncertainty as a Bounded Disturbance Set

For Gaussian disturbances, which have unbounded distributions, ellipsoids are the best option to represent
bounded disturbance sets, since they are the natural sets of confidence regions due to the shape of the
Gaussian kernel. Each bounded set is the p-level set of a Gaussian distribution, which, in turn, guarantees
that the true state at a given step, in the presence of a disturbance sampled from this Gaussian distribution,
will lie within the corresponding robust controllable set with probability at least p [26].

The logical interpretation of this is as follows:
(i) The probability that a random disturbance vector sampled from the Gaussian distribution lies within

the corresponding bounded disturbance set is p (by construction of the bounded disturbance set).
(ii) The true state at a given step is guaranteed to lie within the corresponding controllable set for any dis-

turbance from within the bounded disturbance set (by construction/robustification of the controllable
tube).

(iii) From (i) and (ii), the probability that the true state at a given step will lie inside the corresponding
controllable set for a random disturbance sampled from the Gaussian distribution is at least p.

We assume the instantaneous disturbance, w ∈ Rn, is Gaussian, with mean µ ∈ Rn and covariance Σ ∈ Sn,
i.e., w ∼ N (µ,Σ).

Consider the ellipsoid with shape matrix Σ, centered around µ ∈ Rn and parameterized by size parameter
R2 ∈ [0,∞) [26]:

E(R2;µ,Σ) := {q ∈ Rn | (q − µ)⊤Σ−1(q − µ) ≤ R2} (25)

Now, let η ∈ Rn be a standard normal random vector, i.e., η ∼ N (0, In). Then, w can be written in terms
of η as follows [55]:

w = Σ 1
2 η + µ (26)
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Then,

w ∈ E(R2;µ,Σ) =⇒ (w − µ)⊤Σ−1(w − µ) ≤ R2 (27a)

=⇒
(

Σ 1
2 η + µ− µ

)⊤
Σ−1

(
Σ 1

2 η + µ− µ
)

≤ R2 (27b)

=⇒
(
η⊤Σ 1

2

)
Σ− 1

2 Σ− 1
2

(
Σ 1

2 η
)

≤ R2 (27c)

=⇒ η⊤η ≤ R2 (27d)
=⇒ η ∈ E(R2; 0, In) (27e)

Consequently, we have [26, §3.3.2]:

Pw

(
w ∈ E(R2;µ,Σ)

)
= Pη

(
η ∈ E(R2; 0, In)

)
(28a)

= Pη

(
χ2(n) ≤ R2)

(28b)
= Fχ2(n)(R2) (28c)

where, since η is a normal random variable, η⊤η = ∥η∥2
2 can be replaced with χ2(n), which is a chi-squared

random variable with n degrees of freedom, Fχ2(n)(R2) being its cumulative distribution function.

Given a user-specified probability, p, we set:

R2 = F−1
χ2(n)(p) (29)

which gives us:

Fχ2(n)(R2) = p (30)

and hence, gives us the following guarantee:

Pw

(
w ∈ E(R2;µ,Σ)

)
= p (31)

IV.D. Robust Controllable Tube Generation

Robust controllable tube generation involves the contruction of bounded disturbance sets, which we present
in §IV.D.1, and the tightening, i.e., robustification, of the control and state constraint sets, which we present
in §IV.D.2 and §IV.D.3, respectively. The set recursion algorithm for robust controllable tube generation is
provided in §IV.D.3.

IV.D.1. Bounded Disturbance Set Construction

While wx
k and wu

k in Equations (21) and (19), respectively, are independent across time, ŵk is not, due
to the coupling of wx

k between time-steps. For the purpose of bounded disturbance set construction, and,
consequently, robust controllable tube generation, however, we make the assumption that ŵk are independent,
i.e., we assume that ŵk ∼ N (0,Σŵ

k ), where Σŵ
k := blkdiag{Σu,Σx

k+1,Σx
k} ∈ Sñu+ 2 ñx , k = 1, . . . , N−1. Note

that this assumption is conservative, since it ignores the temporal correlation in ŵk (the temporal correlation
manifests as additional affine constraints on wk, which are ignored, leading to robustification with respect
to a larger disturbance set). Further, since a Gaussian distribution is closed under linear transformations of
random variables [56, Theorem 3.3.3], wk is also Gaussian.

The corresponding bounded disturbance sets are constructed as follows. First, we consider the following
ellipsoids (see Equation (25)) for k = 1, . . . , N − 1:

Ek(R2
k; 0,Σŵ

k ) = {q ∈ Rñu+ 2 ñx | q⊤(Σŵ
k )−1q ≤ R2

k} (32)

and for k = N :

EN (R2
N ; 0,Σx

N ) = {q ∈ Rñx | q⊤(Σx
N )−1q ≤ R2

N } (33)
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Since the robust controllable tube generated using these bounded disturbance sets will be tightened with
respect to the worst-case disturbances from these sets, the tube will be guaranteed to be robust with respect
to the original disturbance vectors, ŵk := (wu

k , w
x
k+1, w

x
k) ∈ Rñu+ 2 ñx , k = 1, . . . , N − 1, as well.

Next, to get the effective disturbance sets for k = 1, . . . , N−1, each in Rnx+1, we take linear transformations
of Ek(R2

k; 0,Σŵ
k ) with respect to M , which are ellipsoids themselves [57], i.e.,

Wk := {Mq | M ∈ R(nx+1)×(ñu+ 2 ñx), q ∈ Ek(R2
k; 0,Σŵ

k )} (34a)
= {l ∈ Rnx+1 | l ∈ Ek(R2

k; 0,MΣŵ
k M

⊤)} (34b)

For k = N , we have:

WN := {Ex
w q | Ex

w ∈ R(nx+1)×ñx , q ∈ EN (R2
N ; 0,Σx

N )} (35a)
= {l ∈ Rnx+1 | l ∈ EN (R2

N ; 0, Ex
w Σx

N (Ex
w)⊤)} (35b)

Further, in accordance with Equation (29), we set R2
k = F−1

χ2(ñu+ 2 ñx)(p), k = 1, . . . , N − 1, and R2
N =

F−1
χ2(ñx)(p), wherein, in order to guarantee that the probability of the trajectory at the final-step N lying

inside the terminal set csN is λ, we choose p as follows [26]:

p = λ
1
N (36)

where λ ∈ (0, 1) and N is the horizon length. That is to say that with this choice of p, the probability that
the trajectory at the terminal time-step, N , will lie inside the terminal set, is at least pN = λ.

IV.D.2. Robustification of Control Constraints

For the closed-loop system to be robust to control disturbances, we need to tighten the control constraint
set such that the commanded control lying in the tightened constraint set implies that the true uncertain
control lies in the original control constraint set, for all possible control disturbances within the bounded
control disturbance set. Again, the tightened constraints need to be polytopic for robust controllable tube
construction, but can be conic for forward rollout. Note that the robustified control constraint set needs to
be considered in the forward rollout in the robust case.

Tightening of convex constraints in general is problem-dependent, since it depends on the specific structure
of the constraint set under consideration; for example, a robustified halfspace constraint can be modeled as
an SOC constraint [54, §4.4.2]. In §V.D, we provide one such way to achieve robustification of the convex
control constraints with respect to the worst-case control disturbance for the autonomous precision landing
problem.

IV.D.3. Robustification of State Constraints and Robust Set Recursion

While we explicitly robustify the control constraint set, as shown in §IV.D.2, the state constraint sets
are implictly robustified via the backward set-recursion for robust controllable tube generation, given by
Algorithm 4. Note that Algorithm 4 is similar to Algorithm 1, with the key differences being (i) the use
of the robustified control constraint set, Ũrobust, and (ii) the Pontryagin difference step, which implicitly
robustifies the state constraints with respect to the effective disturbance sets, Wk, k = 1, . . . , N . Note that
Wk (at each time-step) accounts for the influence of both the state and control disturbances on the evolution
of the state.
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Algorithm 4 Set Recursion for Robust Controllable Tube Generation

Inputs: N , A, B, d, X̃ , X̃f , Ũrobust, W[1:N ]

1: csN ← X̃f ⊖WN ▷ ⊖: Pontryagin difference

2: for k = (N − 1), (N − 2), . . . , 2, 1 do
3: csk = X̃ ∩A−1 (

(csk+1 ⊖Wk)⊕
(
−B Ũrobust − d

))
▷ ⊕: Minkowski sum

4: end for

Return: cs1,...,N

V. Autonomous Precision Landing

To demonstrate the controllable tube-based optimal and robust control framework that we propose in the
previous sections, we consider an autonomous precision landing case study. We formulate the optimal control
problem in §V.A, describe the closed-loop simulation setup in §V.B, and demonstrate free-final-time optimal
control in §V.C and robust control in §V.D. We use pycvxset [28] for all the set-based computations.

V.A. Formulation

The original nonconvex continuous-time 3-DoF minimum-fuel precision landing guidance optimal control
problem [29] is given by Problem P10. In Problem P10, tf is the final time, r(t) ∈ R3 is the position,

Problem P10: Continuous-Time Precision Landing Problem (Nonconvex)

minimize
tf , T

−m(tf) (P10a)

subject to ∀ t ∈ [0, tf ]
ṙ(t) = v(t) (P10b)

v̇(t) = 1
m(t) T (t) − g ez (P10c)

ṁ(t) = −α ∥T (t)∥2 (P10d)
Tmin ≤ ∥T (t)∥2 ≤ Tmax (P10e)
e⊤

z T (t) ≥ ∥T (t)∥2 cos θmax (P10f)
Hgs r(t) ≤ hgs (P10g)
∥r(t)∥∞ ≤ rmax (P10h)
∥v(t)∥∞ ≤ vmax (P10i)
mdry ≤ m(t) ≤ mwet (P10j)
r(0) = ri, v(0) = vi, m(0) = mwet (P10k)
r(tf) = rf , v(tf) = vf , m(tf) ≥ mdry (P10l)

v(t) ∈ R3 is the velocity, m(t) ∈ R is the vehicle mass, T (t) ∈ R3 is the thrust vector in Cartesian coordinates,
g ∈ R++ is the acceleration due to gravity, α is the thrust-specific fuel consumption, Tmin, Tmax ∈ R++ are
the minimum and maximum thrust magnitude bounds, respectively, e⊤

z := (0, 0, 1), θmax is the maximum tilt
angle from the vertical, Hgs ∈ Rnh×3 and hgs ∈ Rnh are the parameters defining the glideslope constraint (as
the intersection of nh halfspaces; see [35, Equations S10 and S11]), rmax, vmax ∈ R++ are the component-
wise bounds on position and velocity, respectively, mwet, mdry ∈ R++ are the wet-mass and dry-mass of
the vehicle, respectively, ri, rf ∈ R3 are the initial and final conditions for the position, respectively, and
vi, vf ∈ R3 are the initial and final conditions for the velocity, respectively. Since this is a three-degree-of-
freedom formulation, all quantities are defined relative to a reference frame fixed to the celestial body under
consideration.
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The autonomous precision landing problem has been extensively studied, and it has been shown that the
nonconvex thrust lower bound constraint in Equation (P10e) can be losslessly convexified by means of a
convex relaxation, such that the solution to the relaxed problem is a globally optimal solution to the original
problem [29, 30, 35]. The thrust pointing constraint given by Equation (P10f) would be nonconvex for
θmax > 90◦, but we only require θmax ≤ 90◦. Note that the state constraints in Equations (P10h) and
(P10i) are only included to ensure that the state is bounded (as required for controllable tube generation).
Typically, rmax and vmax are set to large values, however, and are not expected to be active.

Problem P10 can be equivalently written in terms of the mass-normalized thrust by means of a log-mass
transformation [29], with u(t) := 1

m(t)T (t) and z(t) := lnm(t). Consequently, the control magnitude bounds
become:

Tmin e
−z(t) ≤ ∥u(t)∥2 ≤ Tmax e

−z(t) (37)

and the log-mass dynamics are:

ż(t) = −α ∥u(t)∥2 (38)

both of which are nonconvex. First, we replace the time-varying bounds in Equation (37) with the following
time-invariant bounds, such that the resulting constraint is a conservative approximation of the original
constraint:

Tmin

mdry
≤ ∥u(t)∥2 ≤ Tmax

mwet
(39)

Note that the lower bound constraint in Equation (39) is still nonconvex. For this, we can employ one of
the following two remedies:

(i) The standard convex relaxation to convexify the nonconvex lower bound [29, 30, 35], i.e.,

σ(t) ≥ Tmin

mdry
(40)

Note that this does not exactly fit the template of Problem P1, since this serves as a convex relaxation
to the original nonconvex constraint. However, when implemented, we observe that the relaxation
is tight in practice, i.e., lossless convexification holds [29, 30, 35]. Although we consider a polytopic
inner approximation to the conic frustum defined by the control magnitude bounds, satisfaction of
the polytopic constraint does not necessarily guarantee satisfaction of the original constraint—the
lower bound constraint can be violated, since the polytopic approximation we consider is of a convex
relaxation to a nonconvex constraint set. This has the adverse consequence of expanding the feasible
control space—beyond that of the original control constraint set—in some regions. That said, the
degree to which this constraint is violated can be arbitrarily controlled by choosing the number of
points to be spread on the unit sphere. Further, this issue can be eliminated entirely by ensuring that
the projection of the polytopic approximation onto the non-lifted space is an inner approximation to
the original nonconvex set.

(ii) Replacing the lower bound constraint with the following conservative convex constraint:

e⊤
z u(t) ≥ Tmin

mdry
(41)

With the conservative constraint given by Equation (41), the control magnitude, and in turn, the slack
variable, are implicitly lower-bounded by Tmin

mdry
. With Equation (41), the problem fits the template of

Problem P1, in which case the only nonconvexity stems from the log-mass dynamics (Equation (38)).
For the discretized version of this template, there exists a blanket lossless convexification guarantee
[5]. We consider the conservative convex constraint given by Equation (41) in the remainder of this
paper.
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Further, we replace ∥u∥2 by σ in the corresponding pointing constraint, e⊤
z u(t) ≥ ∥u(t)∥2 cos θmax (even

though it is convex), hence converting the second-order cone into an equivalent halfspace, which mitigates
the need for an additional polytopic approximation.

The (Mayer) cost function, after the log-mass transformation, can be given by:

J := −z(tf) (42)

which can be equivalently expressed as a running cost:

J = −
∫ tf

0
ż(τ) dτ = −

∫ tf

0
−ασ(τ) dτ =

∫ tf

0
ασ(τ) dτ (43)

Now, the cost-to-go can be defined as follows:

c(t) :=
∫ tf

t

ασ(τ) dτ (44)

Taking the time-derivative of Equation (44), we get:

ċ(t) = d

dt

∫ tf

t

ασ(τ) dτ = d

dt

∫ t

tf

−ασ(τ) dτ = −ασ(t) (45)

From Equation (44), we can derive the boundary conditions for this auxiliary dynamical system:

c(0) =
∫ tf

0
ασ(τ) dτ (46a)

c(tf) = 0 (46b)

Now, consider the following:

z(tf) = z(0) −
∫ tf

0
ασ(τ) dτ (47a)

=⇒
∫ t

0
ασ(τ) dτ = z(0) − z(tf) (47b)

Substituting Equation (47b) in Equation (3a), we get:

c(0) = z(0) − z(tf) = lnmwet − z(tf) (48)

Collecting Equations (45), (46b), and (48), we have the following auxiliary dynamical system:

ċ(t) = −ασ(t) (49a)
c(0) = lnmwet − z(tf) (49b)
c(tf) = 0 (49c)

with the bounds on the cost-to-go state being:

0 ≤ c(t) ≤ lnmwet − lnmdry = ln mwet

mdry
(50)

Although the right-hand-side (RHS) of Equation (49) is identical to the RHS of the log-mass dynamics given
by Equation (38), Equations (49) represent a different system due to the different boundary conditions. In
this work, we employ the standard procedure of augmenting the physical system with the auxiliary cost-to-go
system, making the resulting system 8-dimensional, which, in turn, leads to 8-dimensional polytopes (CZs)
in the controllable tube.
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Remark 4. The similarity between the log-mass dynamics (Equation (38)) and the cost-to-go dynamics
(Equation (49)) can be exploited to eliminate the log-mass variable and dynamics entirely, and to equivalently
rewrite the problem in terms of the cost-to-go variable and dynamics, in which case the polytopes in the
controllable tube would be 7-dimensional, instead of 8-dimensional. Particularly, we observe (and can leverage
the fact) that the log-mass and the cost-to-go are related by:

c(t) = z(t) − z(tf) (51)

with the bounds on the cost-to-go state given by Equation (50). Using this formulation would require additional
considerations to account for the initial condition of the log-mass at every step; particularly, this would require
either (i) taking the intersection of the controllable set with the halfspaces defined by the log-mass bounds
(prior to solving the one-step optimal control problem), in which case potential infeasibility can be detected
prior to solving the one-step OCP, or (ii) imposing the halfspaces directly in the one-step OCP, in which
case potential infeasibility would be detected via solving the one-step OCP itself.

Given how well CZs scale with problem dimension, we do not observe a marked difference in performance
with the formulation resulting from Remark 4, and hence retain the 8-dimensional formulation for simplicity.
Note that the cost-to-go state, c(t), serves as a proxy for the (instantaneous) “required fuel” to reach the
target.

Finally, we discretize the log-mass-transformed and cost-to-go-augmented problem using a ZOH control pa-
rameterization, as described in §II.A—the discretized conic optimal control problem is given by Problem
P11. The state constraints in Problem P11 are polytopic to begin with. The control constraint set, how-

Problem P11: Discrete-Time Precision Landing Problem (Conic)

minimize
N, c1,

u1, ..., uN−1,
σ1, ..., σN−1

c1 (P11a)

subject to (rk+1, vk+1, zk+1, ck+1) = A · (rk, vk, zk, ck) + B · (uk, σk) + d, k = 1, . . . , N − 1 (P11b)
∥uk∥2 ≤ σk k = 1, . . . , N − 1 (P11c)

σk ≤
Tmax

mwet
k = 1, . . . , N − 1 (P11d)

e⊤
z uk ≥

Tmin

mdry
k = 1, . . . , N − 1 (P11e)

e⊤
z uk ≥ σk cos θmax k = 1, . . . , N − 1 (P11f)

Hgs rk ≤ hgs k = 2, . . . , N − 1 (P11g)
∥rk∥∞ ≤ rmax k = 2, . . . , N − 1 (P11h)
∥vk∥∞ ≤ vmax k = 2, . . . , N − 1 (P11i)
ln mdry ≤ zk ≤ ln mwet k = 2, . . . , N − 1 (P11j)

0 ≤ ck ≤ ln mwet

mdry
k = 2, . . . , N − 1 (P11k)

r1 = ri, v1 = vi, z1 = ln mwet, c1 ≤ ln mwet

mdry
(P11l)

rN = rf , vN = vf , zN ≥ ln mdry, cN = 0 (P11m)

ever, is conic, due to Equation (P11c)—the control input slack constraint that arises as a result of lossless
convexification is a 4-dimensional quadratic cone (note that the following applies in both continuous time
and in discrete time):

Uslack :=
{

(u, σ) ∈ R4 ∣∣ ∥u∥2 ≤ σ, σ ≥ 0
}

(52)

where u ∈ R3 and σ ∈ R. The set is closed and convex, but not compact, and a linear approximation of this
set would yield an unbounded set. However, since the controllable tube generation method using constrained
zonotopes requires the control input constraint set to be a bounded polytope, we also consider the upper
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bound constraint on the control magnitude, which is a halfspace:

Uub :=
{

(u, σ) ∈ R4 ∣∣ σ ≤ Tmax

mwet

}
(53)

Now, consider the intersection of the sets given by Equations (52) and (53), Uslack and Uub, respectively:

Ucqc := Uslack ∩ Uub =
{

(u, σ) ∈ R4 ∣∣ ∥u∥2 ≤ σ, 0 ≤ σ ≤ Tmax

mwet

}
(54)

The set given by Equation (54), Ucqc, is a compact quadratic cone. We compute a polytopic inner approxi-
mation of Ucqc by following the procedure described in §II.B.

With this approximation applied to the discretized precision landing guidance problem, we get the discrete-
time polytopic precision landing guidance problem that fits the template of Problem P5, which is shown in
Problem P12. Note that Equations (P11c) and (P11d) in Problem P11 are replaced by Equation (P12c) in
Problem P12.

Problem P12: Discrete-Time Precision Landing Problem (Polytopic)

minimize
N, c1,

u1, ..., uN−1,
σ1, ..., σN−1

c1 (P12a)

subject to (rk+1, vk+1, zk+1, ck+1) = A · (rk, vk, zk, ck) + B · (uk, σk) + d, k = 1, . . . , N − 1 (P12b)
(uk, σk) ∈ Ucqc k = 1, . . . , N − 1 (P12c)

e⊤
z uk ≥

Tmin

mdry
k = 1, . . . , N − 1 (P12d)

e⊤
z uk ≥ σk cos θmax k = 1, . . . , N − 1 (P12e)

Hgs rk ≤ hgs k = 2, . . . , N − 1 (P12f)
∥rk∥∞ ≤ rmax k = 2, . . . , N − 1 (P12g)
∥vk∥∞ ≤ vmax k = 2, . . . , N − 1 (P12h)
ln mdry ≤ zk ≤ ln mwet k = 2, . . . , N − 1 (P12i)

0 ≤ ck ≤ ln mwet

mdry
k = 2, . . . , N − 1 (P12j)

r1 = ri, v1 = vi, z1 = ln mwet, c1 ≤ ln mwet

mdry
(P12k)

rN = rf , vN = vf , zN ≥ ln mdry, cN = 0 (P12l)

V.B. Closed-Loop Simulation Setup

In this subsection, we describe the problem and closed-loop simulation parameters in §V.B.1, and discuss
the sources of approximation and conservatism in §V.B.2.

V.B.1. Problem Parameters

The problem parameter values chosen for the optimal and robust control simulations are listed in Table 3.
In the table, ∆t refers to the discretization sampling time, and npoints refers to the number of points to be
spread on the 3D unit sphere for the polytopic approximation of the conic control constraint set.

The closed-loop robust control (Monte Carlo) simulation is run for a fixed final time, i.e., a fixed horizon
length, N , in order to stay consistent with the adopted probabilistic framework. The 3-sigma control
uncertainty is denoted by δu

3σ—note that Ru = δu
3σ

3 and Σu = R2
u I3 ∈ R3. The time-varying 3-sigma position

and velocity uncertainties are denoted by δr
3σ(k) and δv

3σ(k), respectively, where k = 1, . . . , N . Similarly,

note that Σx
k = blkdiag

{(
δr

3σ(k)
3

)2
I3,

(
δv

3σ(k)
3

)2
I3

}
∈ R6. Finally, we note that δr

3σ(1) corresponds to a 30
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m initial 3-sigma navigation uncertainty in position, and δv
3σ(1) corresponds to a 0.6 m s−1 initial 3-sigma

navigation uncertainty in velocity; the value for δu
3σ corresponds to roughly 0.5% the maximum control

magnitude.

Parameter Value

g 1.625 m s−2

Tfull 10500 kg m s−2

Tmax 0.8Tfull

Tmin 0.2Tfull

mwet 1905 kg
mdry 1505 kg
θmax 50◦

rmax 4000 m
vmax 100 m s−1

rf (0, 0, 0) m
vf (0, 0, 0) m s−1

γmax 80◦

Hgs


cos γmax 0 − sin γmax

0 cos γmax − sin γmax

− cos γmax 0 − sin γmax

0 − cos γmax − sin γmax


hgs (0, 0, 0, 0)

Parameter Value

N free
∆t 3 s
α 0.00115 s m−1

ri (875, 0, 635) m
vi (40, 0,−30) m s−1

npoints 302

N 20
∆t 15 s
α 0.0002875 s m−1

ri (4000, 4000, 4000) m
vi (−10,−10,−10) m s−1

npoints 14
λ 0.95
δu

3σ 0.023 m s−2

δr
3σ(k) 1.5 (N − k + 1) m
δv

3σ(k) 0.03 (N − k + 1) m s−1

Table 3: Problem parameters. Left: common; right top: closed-loop optimal control simulation; right
bottom: closed-loop robust control (Monte Carlo) simulations, where k = 1, . . . , N .

V.B.2. Sources of Approximation and Conservatism

Here, we catalog the sources of approximation and conservatism in the proposed closed-loop control frame-
work. As shown in Equation (37), the original bounds on the control magnitude are (time-varying) nonlinear
functions of the log-mass; instead, we only consider conservatively chosen time-invariant bounds, as shown
in Equation (39). Further, we introduce conservatism in the control magnitude lower bound, as shown in
Equation (41). Next, we consider a polytopic inner approximation to the control constraint set for control-
lable tube generation via set recursion, which effectively shrinks the controllable space—this approximation
can be made arbitrarily accurate by choosing more points to spread on the unit sphere (see §II.B).

In the robust case, specifically, there are three additional sources of conservatism: (i) the independence
assumption on the effective disturbance for robustification, in which case the controllable tube is robust
to the worst-case disturbance at each time-step without accounting for coupling of the state disturbances
in time, (ii) invocation of the triangle and reverse triangle inequalities to tighten the control constraints
in §V.D.3, and (iii) the Pontryagin difference algorithm [24, Algorithm 3] in the set recursion for robust
controllable tube generation, which returns an inner approximation of the true Pontryagin difference that
worsens as the latent dimension of the constrained zonotope(s) increases, i.e., as the number of columns, ng, of
G in Equation (6) increases. Choosing more points on the unit sphere to obtain the polytopic approximation
of the conic control set, for example, will lead to constrained zonotopes that are larger in latent dimension,
thus making the Pontryagin difference more conservative. Note, however, that the conservatism introduced
by (i), (ii), and (iii) is in the right direction, i.e., they lead to the robust controllable tube being more robust
than necessary, thus preserving all the claimed probability guarantees.
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V.C. Optimal Control: The Optimal Guidance Algorithm

We solve the deterministic, free-final-time (minimum-fuel) autonomous precision landing guidance problem
using Algorithm 1 for controllable tube generation and Algorithm 3 for the forward rollout. Within the
forward rollout, we solve Problem P6 as is and do not invoke Remark 1 here to demonstrate global optimality.
For comparison, we also solve Problem P12 directly in an open-loop setting, and show the control magnitude
profiles in Figure 3.
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Figure 3: Algorithm 3—with the one-step optimal control problem in accordance with Problem
P6—recovers a globally optimal solution to the polytopic open-loop free-final-time (minimum-fuel)
problem (Problem P12), which is solved in concert with a golden section search.

V.D. Robust Control: Robustness to Navigation and Actuation Uncertainties

In this subsection, we describe robust control in the context of the autonomous precision landing problem.
Specifically, we model navigation and actuation uncertainty in §V.D.1, describe practical aspects of robust
controllable tube generation in §V.D.2, and describe robustification of the control and state constraints in
§V.D.3 and §V.D.4, respectively. Finally, we present Monte Carlo simulation results in §V.D.5.

V.D.1. Navigation and Actuation Uncertainty Models

We assume that the estimated position and velocity are subject to additive navigation (state) uncertainty
and that the control input is subject to additive actuation (control) uncertainty, both of which are modeled
as Gaussian disturbances, in accordance with §IV.B. Note that we treat the augmented control slack variable,
σ, such that it is not directly perturbed; instead, we robustify the original control constraints first and then
convexify them (i.e., introduce σ). We also assume that the log-mass state and the cost-to-go state can be
estimated perfectly (since they are functions of the applied control input and not the commanded control
input).

The bounded disturbance sets for the uncertainties, as required by Algorithm 4, are constructed in accordance
with §IV.C.

V.D.2. Robust Controllable Tube Generation

We schedule the state covariances such that the corresponding disturbance ellipses decrease in size over
time (the standard deviations decrease linearly)—this accounts for the improvement in the accuracy of the
navigation estimates as the system approaches the landing site (as more information is acquired by the
sensors). In the robust controllable tube set recursion algorithm (Algorithm 4), the terminal set constrained
zonotope needs to be full-dimensional and have a MinRow representation for the Pontryagin difference
step to be computationally tractable [24, Definition 3 and Proposition 1]. To generate this full-dimensional
terminal set, we first perform a deterministic set recursion (Algorithm 1) for one ∆t-second time interval,
and then proceed with robust set recursion. This has the added benefit of guaranteeing the existence of a
solution to the original terminal set for any true state lying in the thus-generated full-dimensional terminal
set, and can thus account for reserve fuel, for example, in an exact manner, without requiring conservative
estimates. In practice, we observe that the conditions required for Pontryagin differencing to be tractable [24,
Definition 3 and Proposition 1] do not hold when the set is generated via a one-step recursion. To mitigate
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this, we perform a two-step recursion, but with a sampling time of ∆t
2 instead (such that the effective interval

is still ∆t).

V.D.3. Robustification of Control Constraints

Here, we present one approach to robustifying the control constraint set with respect to the worst-case
control disturbance.

Control Magnitude Bounds To robustify the control magnitude bound constraint, we first consider the
original constraint given by Equation (39), and tighten the bounds with respect to the worst-case disturbance
from the control disturbance set. Once the tightened bounds are obtained, the lower bound constraint is
replaced with the conservative convex counterpart of Equation (41).

The control magnitude constraint, Equation (39), with actuation uncertainty, is given by:

Tmin

mdry
≤ ∥uk + wu

k ∥2 ≤ Tmax

mwet
, k = 1, . . . , N − 1 (55)

To be able to account for the slack variable that will be introduced for lossless convexification, we seek
a representation of Equation (55) that is solely in terms of ∥uk∥2. As such, we approximate the thrust
magnitude constraint given by Equation (55) as follows.

Invoking the triangle and reverse triangle inequalities, we get:

|∥uk∥2 − ∥wu
k ∥2| ≤ ∥uk + wu

k ∥2 ≤ ∥uk∥2 + ∥wu
k ∥2 (56)

We make the assumption that ∥wu
k ∥2 ≤ ∥uk∥2, i.e., the magnitude of the bounded disturbance will be less

than or equal to the control input magnitude, to ensure that any constraint tightening we perform will not
make the control magnitude constraint set infeasible. With this assumption, Equation (56) can be written
as:

∥uk∥2 − ∥wu
k ∥2 ≤ ∥uk + wu

k ∥2 ≤ ∥uk∥2 + ∥wu
k ∥2 (57)

Now, our goal is to represent Equation (57) such that it is solely in terms of uk. For this, we consider the
Equation (57) for all possible disturbances in the disturbance set:

∥uk∥2 − ∥wu
k ∥2 ≤ ∥uk + wu

k ∥2 ≤ ∥uk∥2 + ∥wu
k ∥2 ∀wu

k ∈ Wu (58a)
⇐⇒ inf

wu
k

∈ Wu

(∥uk∥2 − ∥wu
k ∥2) ≤ ∥uk + wu

k ∥2 ≤ sup
wu

k
∈ Wu

(∥uk∥2 + ∥wu
k ∥2) (58b)

⇐⇒ ∥uk∥2 − sup
wu

k
∈ Wu

∥wu
k ∥2 ≤ ∥uk + wu

k ∥2 ≤ ∥uk∥2 + sup
wu

k
∈ Wu

∥wu
k ∥2 (58c)

Therefore,

∥uk∥2 − ψu ≤ ∥uk + wu
k ∥2 ≤ ∥uk∥2 + ψu (59)

where,

ψu := sup
wu

k
∈ Wu

∥wu
k ∥2 (60)

Now, the control bound constraint can be rewritten (approximated) in terms of uk as follows:

Tmin

mdry
≤ ∥uk∥2 − ψu ≤ ∥uk + wu

k ∥2 ≤ ∥uk∥2 + ψu ≤ Tmax

mwet
(61a)

=⇒ Tmin

mdry
+ ψu ≤ ∥uk∥2 ≤ Tmax

mwet
− ψu (61b)

Equation (61b) represents a conservative tightening of the thrust magnitude bound constraint set, in that it
is guaranteed to be smaller than or equal to the tightened constraint set that would have resulted had the
approximation not been introduced.
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Further, we derive a closed-form expression for ψu by making the assumption that the control disturbance
is isotropic, in that the projection of the effective disturbance ellipsoid (given by Equation (34b)) onto the
control dimensions is a 3-dimensional ball, which in turn implies that Σu in Equation (19) is of the form
R2

u I3, where Ru > 0 is the radius of the 3D ball. Therefore:

ψu = Ru (62)

=⇒ Tmin

mdry
+Ru ≤ ∥uk∥2 ≤ Tmax

mwet
−Ru (63)

Note that the control disturbance can be ellipsoidal as well if desired, but we make the isotropic assumption
for simplicity. Finally, we (i) retain the upper bound constraint in Equation (63), but replace the 2-norm term
with the slack variable, and (ii) replace the lower bound constraint with the conservative convex constraint
(see Equation (41)), to yield the following tightened constraints:

σk ≤ Tmax

mwet
−Ru (64a)

e⊤
z uk ≥ Tmin

mdry
+Ru (64b)

Thrust Pointing As with the control magnitude bound constraints, the thrust pointing constraint with
actuation uncertainty, for k = 1, . . . , N − 1, is robustified and reformulated as follows:

e⊤
z (uk + wu

k ) ≥ ∥uk + wu
k ∥2 cos θmax, ∀wu

k ∈ Wu (65a)
⇐⇒ inf

wu
k

∈ Wu

e⊤
z (uk + wu

k ) ≥ sup
wu

k
∈ Wu

∥uk + wu
k ∥2 cos θmax (65b)

⇐= inf
wu

k
∈ Wu

(e⊤
z uk + e⊤

z w
u
k ) ≥ sup

wu
k

∈ Wu

(∥uk∥2 + ∥wu
k ∥2) cos θmax (65c)

⇐⇒ e⊤
z uk + inf

wu
k

∈ Wu

e⊤
z w

u
k ≥ (∥uk∥2 + sup

wu
k

∈ Wu

∥wu
k ∥2) cos θmax (65d)

⇐⇒ e⊤
z uk − ψu ≥ (∥uk∥2 + ψu) cos θmax (65e)

⇐⇒ e⊤
z uk −Ru ≥ (∥uk∥2 +Ru) cos θmax (65f)

⇐⇒ e⊤
z uk −Ru ≥ (σk +Ru) cos θmax (65g)

V.D.4. Robustification of State Constraints

The position and velocity states are assumed to be subject to time-varying uncertainty. While the log-mass
and cost-to-go states are assumed to be estimated perfectly, and while we do not explicitly subject the
augmented control slack variable, σ, to uncertainty, the influence of actuation uncertainty on them calls for
additional consideration.

Specifically, since there are no explicit sources of disturbance affecting the log-mass and cost-to-go states, the
Pontryagin difference step in the robust set recursion algorithm (Algorithm 4) is agnostic to the influence of
control disturbances on them. As such, we need to “manually” ensure that the bounds on these states are
appropriately tightened.

The log-mass dynamics with actuation uncertainty are given as follows, for k = 1, . . . , N − 1:

zk+1 = zk − α ∥uk + wu
k ∥2 (66)

We consider the worst-case mass depletion and for this, we consider the most adversarial disturbance. From
the RHS of Equation (59), since α > 0, we get:

zk+1 = zk − α (∥uk∥2 + ψu) = zk − α (∥uk∥2 +Ru) (67)

Similarly, the worst-case cost-to-go “depletion”, for k = 1, . . . , N − 1, would be:

ck+1 = ck − α (∥uk∥2 +Ru) (68)
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Rather than explicitly tightening the bounds for these states—which would result in time-varying state
constraint sets—we directly consider the worst-case depletion dynamics given by Equations (67) and (68) in
the robust set recursion (with the original bounds)—this is an equivalent approach that implicitly achieves
the effect of tightening the bounds, since both z and c are strictly monotonically decreasing quantities.

The Pontryagin difference step in Algorithm 4 accounts for robustification of the constraints on the remaining
states that are influenced by control and/or state disturbances.

V.D.5. Monte Carlo Simulation

To demonstrate the closed-loop robust control framework and highlight the probabilistic guarantees, we
perform a Monte Carlo simulation with the problem parameters given in Table 3. For the same problem
parameters (and boundary conditions), we run 100 cases with different random disturbance sequences sam-
pled from Gaussian distributions, in accordance with §IV. We set the probability that the terminal state
estimate, ỹN , lies in the robustified terminal set, X̃f ⊖ WN —which corresponds to the probability that the
true terminal state, yN , lies in the true terminal set, X̃f—to be λ = 95%. In other words, the true terminal
state is guaranteed to lie in the true terminal set with an 95% probability. We plot the terminal values of
the true position in Figure 4 and the true velocity in Figure 5; all 100 trials are successful, in that all the
true terminal state values lie inside the true terminal set in all 100 trials. Note that the success-rate is 100%
despite the requested probability only being 95%, owing to the conservatism in the robustification (in the
right direction).
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Figure 4: Terminal position values from the Monte Carlo simulation, projected onto the x-z plane.
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Figure 5: Terminal velocity values from the Monte Carlo simulation, projected onto the x-z plane.

Conclusions

We have developed a unified computational framework for closed-loop optimal and robust predictive control
for autonomous systems. Motivated by the autonomous precision landing problem, we have proposed a
set-based framework for free-final-time optimal control and robust control with respect to both state and
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control uncertainty. The framework is based on dynamic programming over controllable tubes, achieving
computational tractability using constrained zonotopes, a parameterization of compact convex polytopes
that enables efficient high-dimensional set operations. The proposed control architecture has been validated
through a comprehensive autonomous precision landing case study.

This work aims at bridging the gap between traditional open-loop guidance approaches and closed-loop
control methods for applications such as precision landing.

Avenues for future research include achieving resilient control—i.e., ensuring safety of the system in the face
of unmodeled uncertainties such as disruptions and faults [58, 59, 60]—using the developed set-based control
architecture, generalizing the class of problems considered, reducing the number of sources of approximation,
and implementing the computational framework via high-performance code to assess onboard viability for
autonomous systems in terms of memory requirements and solve-times.
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