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Abstract

The CHiME-7 and 8 distant speech recognition (DASR) challenges focus on multi-channel,
generalizable, joint automatic speech recognition (ASR) and diarization of conversational
speech. With participation from 9 teams submitting 32 diverse systems, these challenges
have contributed to state- of-the-art research in the field. This paper outlines the challenges’
design, evaluation metrics, datasets, and baseline systems while analyzing key trends from
participant submissions. From this analysis it emerges that: 1) Most participants use end-to-
end (e2e) ASR systems, whereas hybrid systems were prevalent in previous CHiME challenges.
This transition is mainly due to the availability of robust large-scale pre-trained models, which
lowers the data burden for e2e-ASR. 2) Despite recent advances in neural speech separation
and enhancement (SSE), all teams still heavily rely on guided source separation, suggesting
that current neural SSE techniques are still unable to reliably deal with complex scenarios
and different recording setups. 3) All best systems employ diarization refinement via target-
speaker diarization techniques. Accurate speaker counting in the first diarization pass is thus
crucial to avoid compounding errors and CHiME-8 DASR participants especially focused on
this part. 4) Downstream evaluation via meeting summarization can correlate weakly with
transcription quality due to the remarkable effectiveness of large-language models in handling
errors. On the NOTSOFAR-1 scenario, even systems with over 50% time-constrained min-
imum permutation WER can perform roughly on par with the most effective ones (around
11%). 5) Despite recent progress, accurately transcribing spontaneous speech in chal- lenging
acoustic environments remains difficult, even when using computationally intensive system
ensembles.
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Abstract

The CHIME-7 and 8 distant speech recognition (DASR) challenges focus
on multi-channel, generalizable, joint automatic speech recognition (ASR)
and diarization of conversational speech. With participation from 9 teams
submitting 32 diverse systems, these challenges have contributed to state-
of-the-art research in the field. This paper outlines the challenges’ design,
evaluation metrics, datasets, and baseline systems while analyzing key trends
from participant submissions. From this analysis it emerges that: 1) Most
participants use end-to-end (e2e) ASR systems, whereas hybrid systems were
prevalent in previous CHiME challenges. This transition is mainly due to the
availability of robust large-scale pre-trained models, which lowers the data
burden for e2e-ASR. 2) Despite recent advances in neural speech separation
and enhancement (SSE), all teams still heavily rely on guided source separa-
tion, suggesting that current neural SSE techniques are still unable to reliably
deal with complex scenarios and different recording setups. 3) All best sys-
tems employ diarization refinement via target-speaker diarization techniques.
Accurate speaker counting in the first diarization pass is thus crucial to avoid
compounding errors and CHiIME-8 DASR, participants especially focused on
this part. 4) Downstream evaluation via meeting summarization can corre-
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late weakly with transcription quality due to the remarkable effectiveness of
large-language models in handling errors. On the NOTSOFAR-1 scenario,
even systems with over 50% time-constrained minimum permutation WER
can perform roughly on par with the most effective ones (around 11%). 5)
Despite recent progress, accurately transcribing spontaneous speech in chal-
lenging acoustic environments remains difficult, even when using computa-
tionally intensive system ensembles.

Keywords: robust automatic speech recognition, meeting transcription,
speaker diarization, microphone array processing, speech separation,
multi-talker automatic speech recognition.

1. Introduction

Today, current state-of-the-art (SotA) automatic speech recognition (ASR)
systems are well known to be capable of obtaining performance on par or su-
perior to humans on several widely used benchmark datasets (Godfrey et al.,
1992} [Paul and Baker}, [1992; [Panayotov et al., | 2015|) featuring close-talk single
speaker speech, mainly from telephone or audiobook recordings. However,
far-field conversational speech recognition remains an arduous problem. For
example, even in the AMI dataset (Carletta et al., 2005)), developed in 2005
and featuring an office meeting scenario, SotA results in speaker-attributed
word error rate (WER) are still above ~20% (Kanda et al., [2022b} Cornell
et al., [2024b; [Park et al., [2024) without oracle diarization.

As such recent work (Szymaniski et al., 2020) has raised doubts if such
widely used benchmark datasets are still adequate today, calling for a more
comprehensive approach that can also, importantly, assess generalization ca-
pability instead of focusing only on one domain of interest. If benchmark
evaluation persistently focuses on a narrow, fixed set of scenarios/domains,
it inadvertently promotes techniques that are tailored to such domains, po-
tentially compromising their robustness to domain shifts and their real-world
effectiveness. In fact, in practical applications, domain shifts are inevitable
due to the inherent unpredictability of real-world conditions and human be-
havior. Moreover, flexibility is often highly desired, e.g., being able to deal
with different deployment platforms and services, recording hardware, and
so on. This issue is more pronounced for distant ASR (DASR) for meet-
ing scenarios, where the number of variability factors is significantly higher
compared to close-talk ASR. In addition to acoustic conditions (e.g., varia-



tions in noise and reverberation), multi-party conversations (Li et al., [2014;
Haeb-Umbach et al., 2019) introduce complexities in recording setups (e.g.,
array configurations and single versus multiple devices), speaker dynamics
(e.g., static versus mobile participants), and contextual settings (e.g., infor-
mal versus formal environments). These factors are typically uncontrollable
and also affect the speaking style and the rate of paralinguistic phenom-
ena such as interruptions, fillers, stutters, repairs, backchannel responses
and so on which in turn contribute to overlapped speech. This diversity of
conditions, and the presence of overlapped speech, necessitate the need for
specialized techniques, complicating the development of DASR systems for
multi-speaker scenarios. For example, even reliable segmentation of speech
in conversational and meeting scenarios itself presents a challenge. Segmen-
tation errors in these contexts can severely affect ASR performance (Novi-
tasari et al., [2022), a phenomenon often overlooked in “pure” ASR research.
Many widely used ASR benchmark datasets in the literature assume ora-
cle segmentation (Ardila et al. 2020; Panayotov et al., [2015; Chen et al.,
2021; Wang et al., 2021; [Hernandez et al., 2018)), leading to overly opti-
mistic result. Furthermore, most applications require speaker-attribution of
the words, thus needing diarization together with ASR, adding another layer
of significant complexity and difficulty. Despite these challenges, we argue
that addressing the complexities of spontaneous “speech-in-the-wild” data
also offers unique opportunities. Due to its richness, spontaneous conversa-
tional data can arguably be considered the next frontier in speech process-
ing, particularly for the development of better “human-like” conversational
agents (Défossez et all 2024} Fang et al., |2024) that can engage in more
nuanced, natural and context-aware communication with possibly multiple
speakers. After all, dialog modeling and transcription, much like ASR and
text-to-speech (TTS), are closely intertwined problems that can be viewed
as complementary and drive progress in both domains (Défossez et al., 2024;
Cornell et al., 2024a). Successfully tackling conversational speech opens up
novel applications in healthcare (Zhang et al.| [2021)), government, education,
customer service, and beyond, where flexibility and robustness in transcrip-
tion systems are critical. Moreover, with the rise of large language mod-
els (LLMs), new possibilities for speech-enabled machine interactions have
emerged, such as meeting summarization and retrieval (Zhong et al., 2021;
Fang et al., 2024)) to name just two. This paves the way for speech-enabled
assistants that can better integrate into dynamic real-world environments.



1.1. Previous challenges and datasets

Over the past 25 years, the emergence of new datasets and challenges has
been a catalyst for the advancement of research toward robust ASR. For the
reader’s convenience, we summarize them in Table [I] alongside some of their
“high-level” characteristics.

In fact, at the turn of the millennia, Gaussian mixture model (GMM)
hidden Markov model (HMM) ASR technology (Rabiner, [1989; |Lee et al.,
1990; |Gales et al., 2008) reached maturity and inventions such as GMM uni-
versal background model (UBM) (Reynolds et al., |2000) opened the way
for data-driven diarization. These advances raised interest in the automatic
transcription of meeting scenarios captured with far-field microphone arrays.
The first decade of the 2000s saw the release of the Santa Barbara Corpus,
AMI (Carletta et al. 2005), ICSI (Janin et al., [2003) and CHIL (Mostefa
et all 2007) corpora. All of these feature real-world conversational speech
captured with far-field microphone devices. In particular, among these, as
mentioned, AMI is still widely used to this day. At the same time, research in
the telephone speech domain continued, with the collection of Fisher (Cieri
et al.| |2004) contributing greatly in this latter direction. During these years,
the National Institute of Standards and Technology (NIST) was instrumental
in leading robust ASR and diarization research by organizing several Rich
Transcription (RT) evaluation campaigns (Garofolo et al., 2002; Fiscus et al.|
2007c; |Garofolo et al., [2004; [Fiscus et al., |2006b, 2007a) that ran from 2002
to 2009 almost every year. These RT evaluation campaigns challenged par-
ticipants to create robust ASR and diarization systems in different domains,
from telephone speech to broadcast news, and also meeting scenarios. Impor-
tantly, RT evaluation campaigns established foundations on standard scoring
procedures, file formats (such as the rich transcription time-marked, segment
time mark, conversation time mark etc.) and tools that are still widely used
today. Together with the NIST RT campaigns, the Aurora challenges, which
ran from the 2nd (2000) to the 5th (2006), were key in spurring research
toward robust ASR during this period. Each challenge explored different
aspects and scenarios focusing on single speaker and non-long-form input:
hands-free telephone speech (Aurora-2 and 4), car scenarios (Aurora-3) and
car and hands-free telephone scenarios together (Aurora-5).

Over the next decade, the transition to data-driven approaches accel-
erated dramatically, driven by the rise of deep learning and the increasing
availability of data. Deep neural network (DNN)-based models started to
replace traditional statistical models such as GMMs. This shift was particu-
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Table 1: Notable robust ASR datasets and challenges since the 2000s. We categorize as
“real-world” only datasets and challenges strictly featuring fully real-world recorded data.

Real Long Multi Far Multi

Year WorldFormSpeakerFieldDomainl

Santa Barbara (Du Bois et al., [2000 2000
Aurora2-6 qursch and Pearce, |2000 2000/06
RT evaluations (Garofolo et al., 2002) 2002/09

ICSI (Janin et al., 2003 2003

Fisher (Cieri et al., 2004 2004

AMI (Carletta et al., [200 2005

Pascal (Cooke et al. 2006

CHIL (Mostefa et al., |2007) 2007

CHIiME Corpus (Christensen et al., 2010 2010
Mixer 6 Speech (Brandschain et al., 2010 2010

CHIiME-1 (Barker et al., 2013 2011
COSINE (Stupakov et al.; 2012 2012

Sheffield Wargames (Fox et al.| [2013) 2013
REVERB (Kinoshita et al 2013) 2013
CHIiME-2 (Vincent et al.| [2013) 2013
DIRHA (Cristoforetti et al., 2014 2014

CHIME-3 (Barker et al., 2017 2015
CHIiME-4 (Vincent et al., 2016 2015

ASpIRE (Harper, [2015)) 2015
CHiME-5 (Barker et al. i 2018
VOICES (Richey et al., [2018) 2018

DiPCo (Van Segbroeck et al.| [2019) 2019
CHIiME-6 (Watanabe et al., 2020) 2020
Aishell-4 (Fu et al., 2021) 2020
AliMeeting (Yu et al. 2020
LibriCSS (Chen et al. W 2020
Ego4D (Grauman et al.| 2022) 2022
MISP (Wang et al., |2023b) 2022
CHIiME-7 DASR (Cornell et al. 2023i 2023
CHIiME-8 DASR (Cornell et al. 2024c 2024

CHiME-8 NOTSOFAR-1 (Vinnikov et all,[2024) 2024
CHIME-8 MMCSG (Zmolikova et al| 2024) 2024
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larly evident in automatic speech recognition (ASR) acoustic modeling. By
the end of the 2010s, ASR in industry relied mainly on end-to-end frame-
works (Prabhavalkar et al.,2023)), including transducers (Graves, 2012)), con-
nectionist temporal classification (CTC) (Graves et al.,2006)), and attention-
based approaches (Chorowski et al., [2015)), rather than the traditional hybrid
DNN-HMM approach inherited from GMM-HMM.

During this period, the CHiME (computational hearing in multisource
environments) challenges emerged as a “natural” successor to Aurora chal-
lenges played a key role in driving robust ASR research forward. The early
CHiME challenges, up to CHiME-4, focused on single-speaker scenarios un-
der controlled conditions with synthetic data. The motivation was simple,
as synthetic data allowed for much less labor and cost for collecting data
compared with recording and annotating real-world multi-speaker interac-
tions. Moreover, synthetic data offered significant advantages such as precise
control over signal-to-noise ratio (SNR) and the ability to disentangle the
performance for specific components of transcription pipelines, such as front-
end processing and acoustic modeling. CHiME-1 (Barker et al., 2013)) and
CHiME-2 (Vincent et all [2013)) concentrated on binaural data in domestic
environment (Christensen et al., 2010). Then, CHiME-3 (Barker et al., 2015)
and CHiME-4 (Vincent et al., 2016)) expanded to more complex scenarios fea-
turing multi-channel audio and more various noise environments. Similarly to
these previous CHiME challenges, other notable efforts such as the REVERB
Challenge (Kinoshita et al., 2013|), DIRHA (Cristoforetti et al.| [2014), and
VOICES (Richey et all [2018) datasets also mainly focused on single-speaker
scenarios again with fully or partially synthetic data.

The later CHIME-5 (Barker et al., [2018)) and CHiME-6 (Watanabe et al.,
2020)) challenges moved beyond single-speaker data in artificial environments.
Compared to CHiME-4 focusing on single-speaker reading speech, CHiME-
5 and 6 feature a complex real-world multi-speaker scenario consisting of
dinner party conversations recorded with far-field microphones. Another
initiative in this direction was the 2015 ASpIRE challenge (Harper, 2015])
which was focused on speech recognition in noisy/reverberant environments
using recordings from the Mixer 6 corpus (Brandschain et al.l 2010).

The focus on real-world data has recently gained momentum since 2020
with the release of even more datasets and challenges emphasizing spon-
taneous, multiparty conversational speech. This, again, has been driven by
recent breakthroughs in self-supervised and weakly supervised training, along
with increased availability of computing and training data as well as growing
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interest from industry as technology matures. The latter is also further fu-
eled by the rapid advancements in LLMs which, as mentioned, enable more
applications for conversational speech technologies such as meeting summa-
rization. Prominent examples of this trend are Ego4D (Grauman et al.
2022)), a recently collected dataset of egocentric videos collected through
smart glasses, conversations recordings on distant microphone arrays col-
lected for MISP challenges (Wang et al.. 2023b)), office meeting datasets
such as Aishell-4 (Fu et al., 2021) and the Alimeeting dataset (collected
for M2MeT ICASSP 2022 challenge (Yu et al., 2022))).

The past two CHIME-7 and 8 challenges are also aligned with this re-
search direction: the proposed CHiME-7 and 8 DASR challenges (Cornell
et al., 2023| [2024c) (C7-8DASR), as well as the concurrent “twin” CHiME-8
NOTSOFAR-1 (Vinnikov et al., [2024) and CHIME-8 MMCSG (Zmolikova
et al., 2024)) challenges, all feature real-world meeting scenarios captured by
far-field microphone arrays. A key distinguishing feature of the C7-8DASR
challenges lies in their strong emphasis on multi-domain generalization and
array-agnostic processing, as participant systems are evaluated across di-
verse scenarios with drastically different recording setups. This contrasts
with CHIME-8 NOTSOFAR-1, which also focuses on meeting transcription
but instead assume that knowledge about the deployment domain and the
array device is available. The main motivation for having both challenges in
CHiME-8 was to compare how “generalist” transcription systems compare
with specialized ones and how the former can be adapted once the target do-
main and device are known. This question, in particular, will be addressed
here in Section (.3

1.2. Main Contributions

This work is an extension of our previous CHIME-7 DASR (C7DASR) (Cor

nell et all 2023) and CHiME-8 DASR (C8DASR) (Cornell et al., 2024c)
works, where we presented the motivations, datasets, rules, and baseline
systems for C7-8DASR challenges. The primary objective of this paper is
to provide a unified perspective on these two challenges by analyzing and
comparing participant submissions, identifying key trends, and highlighting
the most effective techniques across both iterations. Additionally, we draw
comparisons with the concurrent CHIME-8 NOTSOFAR-1 challenge which
focuses on a specific office-scenario setting with known microphone array
configuration. This comparison is possible because CHIME-8 NOTSOFAR-1
was included as one of the four scenarios considered in CSDASR. This paper
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extends our previous work by offering significant novel contributions in the
following areas:

e We analyze, summarize and discuss a total of 32 participant submis-
sions from the C7-8DASR and CHiME-8 NOTSOFAR-1 challenges.

e We compare results across the past two CHiME challenges that focus
on meeting transcription: C7TDASR and subsequent CSDASR and CH-
iME-8 NOTSOFAR-1 twin challenges.

e In addition to WER-based metrics and diarization metrics, such as
Jaccard error rate (Ryant et al., 2019)), we also investigate downstream
evaluation on meeting summarization on the NOTSOFAR-1 scenario.

1.3. Main Findings

This paper presents several key findings from analyzing the submitted
systems:

e Array and domain agnostic systems can achieve competitive perfor-
mance. Cross comparison between CHiME-8 DASR and the concur-
rent NOTSOFAR-1 challenge (Section revealed that generalizable,
array-agnostic transcription systems can perform comparably to sys-
tems specifically tailored to known recording setups and deployment
domains.

e Transition to end-to-end ASR with large-scale data pre-trained models
(Section . Unlike CHiME-6, which predominantly featured hybrid
ASR systems, nearly all CHiME-7/8 participants employ end-to-end
ASR frameworks. This transition was enabled by the availability of
robust large-scale pre-trained models (e.g., WavLM (Chen et al., 2022),
Whisper (Radford et al., 2022)), which significantly reduced the data
burden for training competitive end-to-end (e2e) systems.

e DNN-based front-end speech separation methods still struggle with far-
field conversational speech. All participating teams relied on guided
source separation (GSS) (Boeddeker et al., 2018)) and, when a DNN-
based front-end was used, it was used together with GSS for initializa-
tion or refinement (Section [£.1.1)).



Accurate diarization and, especially, speaker counting are critical. All
top-performing systems employed diarization refinement via target-
speaker voice activity detection (TS-VAD) techniques (Medennikov
et al.| [2020b) (Section . Accurate speaker counting in the initial
diarization pass is crucial, as errors propagate catastrophically through
the subsequent separation and recognition stages (Section . The
CHiME-8 DASR challenge, in particular, drove innovations in robust
speaker counting methods to handle diverse scenarios (Section [4.2.1]).

Weak correlation between transcription accuracy and summarization.
Downstream evaluation via LLM-based meeting summarization in the
NOTSOFAR-1 scenario (Section [5.3.1]) revealed a weak correlation with
transcription quality. This demonstrates the remarkable effectiveness
of large language models in handling transcription errors and suggests
that if precise transcription is not required, end-to-end meeting sum-
marization may be a promising research direction.

Generalization across scenarios remains difficult. Balancing perfor-
mance across all scenarios proved challenging (Section . Systems
optimized for CHIME-6 often performed worse on Mixer 6 and vice
versa. This trade-off was evident even in the CHiIME-8 DASR base-
line systems, where re-tuning to accommodate NOTSOFAR-1 degraded
performance on other scenarios.

Multi-channel mechanisms remain, in general, under-explored. Most
systems relied on simple ensembling techniques to fuse information
across microphones rather than native multi-channel processing (Sec-
tion . The effectiveness of sophisticated multi-channel diarization
and separation techniques in complex conversational scenarios remains
largely unexplored.

Limited success of test-time adaptation and LLM integration. Several
teams explored test-time adaptation (TTA) techniques for both di-
arization (Section and ASR, as well as LLM-based post-processing
(Section {4.4.4]). However, these approaches yielded only marginal im-
provements despite significant computational overhead, raising ques-
tions about their practical value in real-world applications.



1.4. Outline

This paper is structured as follows: in Section [2| we introduce the C7-
8DASR challenges and discuss the motivations and goals of these two chal-
lenges in the context of the previous CHiME challenges. In Section [3| we
describe in detail the two challenge datasets, evaluation tracks, and baseline
systems. Section {| presents an overview of the submissions of the partic-
ipants and their design choices for the systems. In Section [5| we present,
analyze and discuss the results of the two challenges with the goal of identi-
fying common trends and techniques that appear to be particularly effective.
C8DASR systems are also compared and discussed within the “twin” CH-
iME-8 NOTSOFAR-1 challenge, and meeting summarization as a potential
downstream evaluation task is also considered. Finally in Section [6] we draw
conclusions, outline the limitations of these two challenges, and propose di-
rections for future research and evaluation campaigns.

2. DASR challenges motivation

The C7-8DASR challenges build on the previous CHiIME-6 challenge and
thus focus on far-field transcription of long-form meetings through ASR and
diarization. These new challenges emphasize generalization as a core princi-
ple and introduce several innovations inspired by recent trends in the speech
processing field, including the growing availability of pre-trained “foundation
models” and open-source datasets.

The main goal is to encourage participants to explore new research di-
rections beyond those tackled in the CHiME-6 challenge while, at the same
time, keeping a strong emphasis on practical application scenarios.

2.1. Robustness and generalization

Compared to previous CHiME challenges, C7-8DASR significantly broaden
the scope of evaluation, prioritizing generalization as the core principle. The
C7-8DASR challenges aim to foster research into transcription systems that
are robust to:

e changes in the recording setup/array topologies,
e variable meetings duration and with different number of speakers,

e varying acoustic conditions,
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e linguistic and para-linguistic differences between diverse scenarios, such
as “colloquial” dinner party conversations, office meetings and inter-
views.

This emphasis on variability mirrors real-world applications, where the ability
to generalize across domains is essential and control on the recording setup
(e.g. through proprietary devices) is not always possible as it is inherently
less flexible and more expensive.

As such, C7-8DASR challenges “stress-test” the robustness and versa-
tility of the participant’s systems on 4 different (3 for CTDASR) datasets
that feature spontaneous conversational speech and are highly diverse in
recording setup, setting, duration, and number of speakers. These scenarios
are CHiIME-6, DiPCo, Mixer 6 Speech (MX6) and NOTSOFAR-1 (added
in C8DASR). Their “high-level” characteristics are summarized in Table ,
while a detailed description for each of them is in Section As can be
seen, they are very diverse: on one hand, systems have to deal with multi-
ple arrays and long meetings with 4 participants (CHiME-6); on the other,
NOTSOFAR-1 has only a single array, features up to 8 participants, and a
very short duration. This inter-scenario variability reflects real-world deploy-
ment scenarios and significantly complicates the diarization speaker counting
task.

Table 2: Summary of the characteristics for the C7-8DASR challenges core scenarios.
As the main focus is on generalization, the scenarios considered are highly diverse.
NOTSOFAR-1 was included only in C8DASR.

Scenario Setting  Number of Recording Tot. Duration
Speakers Setup Mics (minutes)
CHiME-6 dinner party 4 6 linear arrays 24 ~120 to 150
DiPCo dinner party 4 5 circular arrays 35 ~33 to 47
Mixer 6 Speech 1-to-1 interview 2 10 heterogeneous devices 10 ~25
NOTSOFAR-1  office meeting 4-8 1 circular array 7 ~10

2.2. Availability of large-scale pre-trained models

In the last 4 years, there has been growing research towards large-scale
pre-trained “foundation” speech models, either trained via self-supervised
learning (SSL) or weakly supervised objectives. These are increasingly avail-
able to speech researchers and have demonstrated exceptional effectiveness in
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numerous downstream applications (Yang et al., 2021). Notable examples are
Whisper (Radford et all 2022), OWSM (Peng et al., 2023), WavLM (Chen
et al., 2022), HuBERT (Hsu et al. [2021)) and wav2vec 2.0 (Baevski et al.,
2020) to name just a few. Their success is so indisputable that in many
speech processing applications nowadays the de facto standard approach is
to use these as feature extractors or, more directly, via fine-tuning. This
procedure allows to implicitly leverage, in a cost-effective way, their massive
pre-training data, thus leading to a more robust system.

For monaural, pre-segmented, single-talker speech data, integrating these
models is relatively straightforward. However, in the multi-channel, multi-
speaker, long-form setting, fully exploiting their potential remains an open
question.

Another significant advantage of allowing pre-trained models is the lower
entry barrier for challenge participants, particularly those with limited re-
sources. By relying on pre-trained models, training becomes faster and more
efficient, eliminating the need for many training epochs. In many cases, mod-
est amounts of fine-tuning data are sufficient along with few (1 or 2 epochs)
training iterations on such data, making participation in the DASR chal-
lenges more accessible to a broader community compared to CHiME-6. For
example, as also explained later in Section the CTDASR baseline system
is much faster to train compared to the CHiME-6 one. The full list of allowed
pre-trained models is available on the challenge websitdT]

2.3. Leveraging open-source external datasets

CHiME-5 and 6 challenges had quite strict restrictions on the training
material allowed, which prevented research in important directions. In C7-
8DASR, the amount and diversity of allowed external data sourced?] are sig-
nificantly expanded to include not only popular open-source speech datasets
such as LibriSpeech (Panayotov et al., [2015) but also noise (Fonseca et al.,
2021; Snyder et al., 2015) and room impulse responses (Jeub et al., 2009)
datasets. This opens up the possibility of exploring also the use of techniques
that heavily rely on synthetic data for pre-training such as neural speech sep-
aration and enhancement (SSE), neural speaker extraction (Zmolikov4 et al.,
2019; Boeddeker et al., [2024)), or end-to-end neural diarization (EEND) (Fu-
jita et al., [2019b)). C7-8DASR succeeded partially in this direction, as these

Thttps: //www.chimechallenge.org/challenges/chime8 /task1 /rules#external models
Zhttps:/ /www.chimechallenge.org/challenges/chime8 /task1/dataftexternal _datasets
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techniques were explored by some participants, but with marginal improve-
ments over guided source separation (GSS) (Boeddeker et al., 2018). Details
are reported in Section [3|

2.4. More comprehensive evaluation for meeting transcription

Another limitation of the CHiME-6 challenge is that it used the concate-
nated minimum permutation word error rate (cpWER) (Watanabe et al.,
2020)) as the ranking metric. cpWER does not pose explicit requirements for
participants to also produce reasonable utterance-level segmentation, as it
only cares about speaker attribution. On the other hand, having reasonable
segmentation at the utterance level is desirable in real-world applications
since, among other things, it allows for quick audio retrieval for verifica-
tion of the transcription. As such, in C7TDASR we proposed a new metric
called diarization-attributed WER (DA-WER) (Cornell et al., 2023) that
computed the concatenated WER by using the speaker-assignment permu-
tation that minimizes the diarization error rate (DER) rather than, as in
cpWER, the permutation that directly minimizes the WER. Since CTDASR
featured three scenarios, each with different duration and number of record-
ings and the focus was on probing robustness and generalization, the final
ranking was given by macro-averaging DA-WER across all scenarios. DA-
WER encouraged participants to also produce reasonable segmentation at
the utterance level, while at the same time, in the C7TDASR description pa-
per (Cornell et al., 2023), we raised awareness of the fact that this was not
an optimal solution and better metrics were needed.

Our call was answered the same year and, in the following C8DASR, we
instead adopted the time-constrained cpWER (tcpWER), recently proposed
in the Meeteval toolkit (von Neumann et al. 2023). tcpWER incorporates
temporal constraints into Levenshtein distance computation by restricting
substitutions or correct mappings between reference and hypothesis words
to those within a specified time collar (e.g., 5 seconds). Utterances are seg-
mented into word-level units, with segment lengths proportional to word
length. The collar is set wide enough to account for potential inaccuracies in
the word boundary estimation (in C8DASR, a generous collar of 5 seconds
is employed). This temporal constraint makes tcpWER much more sensi-
tive to segmentation errors than DA-WER. An alternative time-constrained
measure is Asclite (Fiscus et al) 2006a)), which includes a time penalty but
disregards speaker attribution, making it unsuitable for certain applications.
For this reason, and to be able to cross-compare between the two challenges,
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in Sections [p| we will use tcpWER instead of DA-WER even when analyzing
C7DASR submissions.

2.5. Accessibility

Building a SotA diarization and robust ASR pipeline for meeting tran-
scription is an inherently difficult task that requires a team to have expertise
in different speech processing areas. As such, the entry bar for successfully
participating in the CHiME-5 and CHiME-6 challenges was quite high. For
example, running successfully the Kaldi (Povey et al 2011) baseline of the
CHiME-6 challenge could easily take more than a week if no large-scale com-
puting infrastructure with many CPUs is available. As said, in C7-8DASR,
at least this was reduced due to the possibility of leveraging large-scale pre-
trained models. For example, the C7-8DASR ESPnet (Watanabe et al.|, 2018)
baseline ASR, which uses WavLM as a feature extractor, can be trained in
less than three days on 2 NVIDIA RTX 3090 GPUs. Moreover, both baselines
use a GPU-accelerated implementation (Raj et al., [2023)) of GSS that allows,
in most computing infrastructures, to massively speed up the inference time
compared to the CHIME-6 Kaldi baseline and the official implementation of
GSS. In C8DASR, we also provided another baseline system based on the
C7DASR NVIDIA NeMo team submission (Park et al., [2023c), which was
built instead with the NeMo toolkit (Kuchaiev et all [2019). This baseline
also exploits pre-trained models for ASR and a GPU-based implementation of
GSS. By offering two baseline systems that utilize two widely adopted speech
processing toolkits, our goal was to make participation more accessible to a
broader range of researchers.

Significant work was also done to make data preparation easier. C7-
8DASR feature different core scenarios, each with its own annotation format
and directory structure, potentially adding significant additional workload
for the participants to parse and prepare each dataset. Thus, in CTDASR
we provided a script that prepared all the data from the different scenarios
to be available in a single common format which follows the convention of
CHiME-6 and DiPCo. Expanding on this, in C8DASR, we developed a ded-
icated toolkit: chime—utilsﬂ designed to streamline the process even more.
With just a single line of code, chime-utils can automatically download
and prepare CHIME-6, DiPCo, MX6 and NOTSOFAR-1 datasets. Addition-

3available: https://github.com/chimechallenge/chime-utils
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ally, chime-utils offers a suite of tools to facilitate integration with popu-
lar speech processing toolkits, including ESPnet (Watanabe et al., [2018),
Kaldi (Povey et al., [2011), NeMo (Kuchaiev et al., |2019) and k2 (Povey,
2020) via Lhotse (Zelasko et al., 2021). It also includes scoring scripts that
seamlessly interface with Meeteval (von Neumann et al., 2023) and Pyan-
note (Bredin et al., 2020) as well as various utilities including datasets statis-
tics computation (Table[3|was produced using chime-utils). This effort aims
to benefit the broader speech processing community beyond the CHiME chal-
lenges by making datasets like CHIME-6, DiPCo, MX6 and NOTSOFAR-1

more accessible and easier to experiment with.

3. DASR challenges description

3.1. Core scenarios analysis

In the following sub-sections |3.1.1H3.1.4], we describe the C7-8DASR core
scenarios in detail, while here we discuss their high-level characteristics. In
Table |3| we report a summary of their statistics including the percentage of
overlapped speech, silence, and single-speaker speech. These statistics are
computed by using the manual annotated ground-truth utterance-level seg-
ments. It is important to note that the characteristics between dev and eval
splits can differ substantially for some scenarios, which may affect system de-
velopment and generalization. For CHIME-6, the dev split has significantly
higher overlapped speech ratio (43.5%) compared to eval (26.7%), while si-
lence is lower (13.1% vs. 21.3%). These differences stem from the fact that
different dinner party sessions can have very different interaction dynamics.
For NOTSOFAR-1, the dev split has notably higher silence ratio (15.6%) and
lower overlapped speech (16.7%) compared to eval (5.6% and 29.6% respec-
tively). These distributional differences can affect hyperparameter tuning,
but they also reflect real-world deployment challenges where conversational
dynamics vary unpredictably across sessions and environments. In this sense,
the eval set serves as a proxy for potentially unseen deployment scenarios,
testing system robustness.

In Figure [1| we report, for each scenario, the distribution for the mean
duration of interpausal units (IPU), turns, pauses, gaps, interruptions and
backchannels. These turn-taking events are defined in (Nguyen et al., [2023,
Figure 3) as:

e [PUs: single utterances i.e. continuous speech segments from a single
speaker without significant internal pauses (< 0.5 seconds).

15



Table 3: C7-8DASR core datasets statistics overview. We report the number of utterances,
speakers, and sessions, as well as silence (sil), single-speaker speech (1-spk) and overlapped
speech (ovl) ratios over the total duration.

Scenario Split Size (hh:mm) Utts Spk. Sess. sil (%) 1-spk (%) ovl (%)
train 40:05 79967 32 16 22.6 52.7 24.7
CHiME-6 dev 4:27 7437 8 2 131 43.4 43.5
eval 5:12 11028 8 2 213 52.0 26.7
train 1:12 1379 8 3 83 72.0 19.6
DiPCo dev 1:31 2294 8 2 74 61.9 30.6
eval 2:36 3405 16 5 94 65.7 24.9
train calls 36:09 27280 81 243 - - -
train intv 26:57 29893 77 189 - - -
Mixer 6 train 6:13 3785 19 24 8.6 73.3 18.0
dev 8:56 5903 22 35 84 72.1 19.5
eval 5:45 5115 18 23 24 83.6 13.9
train 14:43 101301 14 379 6.0 62.3 31.7
train_sc 53:43 139913 14 526 5.9 62.4 31.7
NOTSOFAR-1 dev 13:25 24238 11 130 15.6 67.7 16.7
eval 16:29 38662 12 160 5.6 64.7 29.6

e Pauses: pauses (> 0.5s) that occur within single utterances belonging
to the same speaker.

e Gaps: pauses that instead occur within single utterances belonging to
different speakers.

e Interruptions: overlapped speech where a second speaker begins talking
near the conclusion of the first speaker’s utterance.

e Backchannels: usually brief overlapping vocalizations (e.g., “mm-hmm”,
“yeah”) produced by a second speaker within the primary speaker’s ut-
terance.

e Turns: span of contiguous utterances (with pauses in between) from
the same speaker without interruptions.

Again, we used the ground-truth annotation for each dataset and computed
these metrics for each session, considering all train, dev and eval splits
together. These metrics are complementary with what is observed in Table
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and offer a different perspective. All 4 scenarios exhibit characteristics typical
of spontaneous conversational speech, such as utterances on average around
2 to 4 seconds long and the presence of short interruptions and backchannel
responses. Despite being short, these occur frequently and thus lead to a non-
negligible percentage of total speech duration being overlapped as observed
in Table 3 NOTSOFAR-1 and CHiIME-6 tend to have very similar statistics
across all event types, while among all scenarios, Mixer 6 is the one that
exhibits the largest variance in gaps, turns, [PUs and pause durations. This
is largely due to the fact that it consists of only two speaker interactions and
thus there is more opportunity for a single speaker to produce longer speech
segments without interruptions. Likewise, longer pauses can be obtained
when having fewer speakers.

Dataset
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e I Mixer 6
10 4 I NOTSOFAR-1
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Figure 1: Mean duration distribution of turn taking events for each C7-8DASR scenario
as obtained on the whole train, dev and eval splits.

In Figure [2| we instead analyze the signal-level amount of noise and in-
terfering speech for each scenario. In detail, we report, for each scenario,

the distribution of different signal-to-distortion ratio (SDR) (Vincent et al.,

20006|) statistics as computed for each utterance across all train, dev and
eval splits. In detail, we used ground-truth diarization to compute the SDR
for each utterance from each far-field device with respect to the close-talk
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microphone of the speaker of interest. Then, we compute for each utterance
the maximum, the minimum, and the average SDR obtained across all micro-
phones available and plot statistics over all each of the 4 datasets. SDR was
computed across the whole utterance. Since datasets such as DiPCo present
significant synchronization issues between far-field and close-talk signals, we
used a filter with 4096 taps (instead of the default 512) for SDR. As this
modification alone was insufficient to address the synchronization problems,
we also computed SDR for different time-shifts of the reference close-talk
signal. Specifically, we considered offsets of -8192, -6144, -4096, -2048, 0,
+2048, +4096, +6144, and +8192 samples. The final SDR value for each
utterance was determined by selecting the maximum SDR value obtained
across these nine offset positions.
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Figure 2: Distribution of mean, maximum and minimum SDR as obtained across micro-
phones for each utterance. We report statistics for each of the 4 scenarios separately.

The 4 scenarios exhibit distinctly different distributions for these metrics.
For example, DiPCo and NOTSOFAR-1 shows relatively consistent SDR
across all devices (with close min, maz, and mean SDR values across de-
vices). On the other hand, for CHIME-6, being multi-room and multi-device
has instead a significant disparity between maz and min SDR obtainable for
each utterance. This suggests that for most utterances, certain microphones
or microphone subsets capture the speaker of interest with reduced inter-
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ference and noise. Mixer 6 also presents a channel selection challenge, but
with an even more pronounced gap of approximately 10 dB. This substantial
difference comes from the varied placement of microphone devices. Some
are positioned at considerable distances from speakers and may be relatively
near noise sources such as ventilation systems.

In general, the mean SDR values in Figure[2|and crucially their significant
variance (observed for all scenarios in Figure [2) are good indicators of the
difficulty of these challenges and, more broadly, far-field multi-speaker ASR.
The significant difference in channel quality emphasizes the importance of
the research directions that DASR challenges aim to foster. Only a robust
system capable of operating effectively across diverse acoustic environments
and microphone configurations can tackle this issue, whereas ad hoc systems
will fail.

3.1.1. CHiME-6

CHIiME-6 (Watanabe et all 2020) consists of recording “sessions” of dif-
ferent dinner parties between friends. Each dinner party is attended by 4
participants and takes place each time in a different home environment. Par-
ticipants can move freely in the kitchen, living, and dining rooms. Thus, at
a particular time, they may be scattered across different rooms (e.g., kitchen
and living room).

In the home environment, there are also 6 Kinect array devices with
4 microphones each to capture the speech of the participants. Close-talk
microphones are also made available for annotation and training purposes.
However, these close-talk recordings still contain significant noise and cross-
talk. Due to the particular “casual” dinner party setting, CHIME-6 is char-
acterized by highly informal conversations with fast turn-taking and high
environmental noise, for example, cooking or dining together.

It is worth mentioning that CHiIME-6 and CHiME-5 share the exact same
data, but with one important difference. CHiME-6 addresses the severe inter-
array synchronization issue of CHiIME-5 data. This synchronization issue
was due to the compounding effect of packet losses and clock drift and led to
inter-array signals misalignment of even several seconds in some instances.
In CHiME-6 this misalignment is reduced to a few thousand samples on
average as the data are resynchronized using the video from each Kinect
(available only to CHIME-6 organizers). However, this misalignment is still
quite significant as it amounts on average to several thousands of samples,
thus posing a not-so-trivial challenge to the participants.
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In particular, in the CTDASR and C8DASR challenges, we provided uni-
versal evaluation map (UEM) files to correct an issue of the previous CH-
iME-6 challenge. In CHiME-6, in each session, the very first minute was
included by mistake in the evaluation. This contained a speaker enrollment
section that was not annotated, but was scored nonetheless, thus leading to
an overestimation of insertion errors.

CHiME-6 consists of a total of 24 recording sessions: 16 train (training),
2 dev (development), and 2 eval (evaluation). These three splits have no
speakers in common, and each session is about 2 to 2 and a half hours long. In
C7DASR, two training sessions (S19 and S20) with no overlapping speaker-
ids were moved to evaluation to increase the amount of evaluation data.
C8DASR returns to the original CHiIME-6 split as we did not observe, in
CT7DASR, this expansion providing any significant additional insight. Thus,
in the remainder of this paper, we consider the eval split of CHiME-6 and
C8DASR. This includes the results presented in Section [5] for the CHiME-6
scenario. Importantly, such choice allows us to consistently compare systems

in CHiME-6, CTDASR, and C8DASR challenges.

3.1.2. Dinner Party Corpus (DiPCo)

The dinner party corpus (DiPCo) (Van Segbroeck et al., 2019) is directly
inspired by CHiIME-5/6 and, as the name implies, also features a dinner party
scenario between 4 participants. Compared to CHiME-5/6, where dinner
party takes place in a home environment with possibly multiple rooms, in
DiPCo all recording sessions take place in a single room shared between
all sessions. The participants’ speech is captured using 5 far-field devices,
each with a 7-mic circular array (6+1 microphone in the center) scattered
throughout the room. Again, closed-talk on-speaker lapel microphone signals
are also provided for annotations and training purposes. Compared to the
binaural microphones used in CHiME-5/6 these have significantly less cross-
talk and noise. However, they present severe misalignment with far-field
microphone signals, with offsets exceeding 1000 samples. This misalignment
is also often noncausal, meaning the close-talk signal can precede the far-field
one.

DiPCo consists of 10 sessions originally partitioned into 5 for dev and 5
for eval without overlapping speaker-ids but, as said, with the same room
and microphone placement shared across all recordings. CTDASR keeps this
original split, which lacks an adaptation/training set. As a result, during
C7DASR many participants used part of the dev to adapt/fine-tune their
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systems. As a result, in CSDASR we made an explicit train split, also made
by using part of the original dev set, again splitting to ensure that there are
no overlapping speakers. Since the same room and mic placement is shared
across all recordings, in some way, DiPCo can be considered a “best-case”
scenario when it is possible to fine-tune/adapt a system with respect to a
specific environment. This seldom happens for real-world applications, but
it is reasonably possible in some domains (e.g. in-vehicle applications).
Compared to CHiME-6, DiPCo is characterized by arguably less noise
and less overlapped speech (as is evident in Table because the setting
is more formal and the activities of the participants are more limited (e.g.,
no cooking). Moreover, it does not present the synchronization issues of
CHIiME-6, all the signals from all the arrays are sample-synchronized.

3.1.3. Mizer 6 Speech (MX6)

The Mixer 6 Speech corpus (MX6) (Brandschain et al. 2010; (Cornell
et al., 2023) consists of 1425 recording sessions carried out between 2009 and
2010 among 594 native English speakers. Each recording session consists of
mostly two-party conversations between an interviewer and a subject, and
is divided into 4 parts: i) entry questions, ii) an interview, iii) transcript
reading, and iv) a phone call.

The speech is captured by 10 different heterogeneous far-field record-
ing devices scattered across the room where the session takes place. These
include arrays (e.g. an Acoustimagic Array, with a single signal provided
after internal processing), but also commercial single-microphone devices
(RODE NT6) and even multi-purpose media recording devices (Panasonic
Camcorder). As such, it presents a significantly different recording setup
from CHiME-6 and DiPCo. Close-talk microphones are also available for the
subject and interviewer. However, the subject lapel microphone has signifi-
cant crosstalk in some sessions while a headset microphone is only available
for the interviewer. The recording sessions are conducted in two different
rooms called “LDC” and “HRM”. In C7-8DASR, we consider only the inter-
view portion for evaluation as it is the only multi-talker conversational speech
portion in each session. The average duration is ~ 14 minutes and is carried
out by the interviewer in such a way as to elicit an informal conversation.

Note that the original MX6 release (Brandschain et al., [2010) was not
transcribed other than a small section of read speech spoken by a single
speaker. A portion (~8.9 hr) of the telephone call transcripts were released
as part of the ASpIRE Challenge (Harper} 2015)). A significant contribution
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of CTDASR, led by Matthew Wiesner and Desh Raj, was to produce anno-
tations for 450 interview portions of the total 1425 conversations in order to
obtain at least dev and eval splits with full annotation of respectively 41 and
23 sessions. The split is performed using the NACHOS toolkit F_EI to ensure
that there is no overlap between the interviewer, the subject, or the room
between the two sets. In C8DASR, the development annotation is divided
into train and dev (see Table[3)) portion to provide participants with a small
annotated training set for adaptation purposes (same rationale as done for
DiPCo).

The annotation for the interviewer was obtained semi-automatically us-
ing Whisper (Radford et al., [2022) large on the close-talk interviewer lapel
microphone followed by forced alignment using Kaldi (Povey et al., |2011)
toolkit. Subsequently, this annotation is manually checked and corrected.
Note that full conversation annotation for the remaining 975 sessions is still
partial, with only the subject speech available. This data, together with the
call portion, is made available for participants as an additional two training
sets: train_calls and train_intv. Note that in Table [3 silence and over-
lapped speech statistics for these splits are not reported as the annotation is
partial.

3.1.4. NOTSOFAR-1

The natural office talkers in settings of far-field audio recordings (NOTSO-
FAR-1) (Vinnikov et al., 2024) introduced in the CHiME-8 NOTSOFAR-1
challenge consists in 315 recordings of office meetings. Each meeting is very
short (~ 6mins) and is attended by 4 up to 8 speakers. The conversation
is mediated by a professional actor whose job is to guide it around a certain
topic. The same meeting is captured by up to 7 commercially available far-
field array devices. These include 4 tabletop circular array devices with 7
microphones each and 3 linear array devices. For the latter, however, only
monaural signals after in-device acoustic front-end processing (AFE) is made
available. This presents some issues as the AFE pipeline could suppress some
speakers, but nonetheless it is also a use-case that can happen in practical
scenarios. Note that NOTSOFAR-1 data is shared between CHiME-8 DASR
and CHIME-8 NOTSOFAR-1 challenges, and these single channel data was
originally conceived for NOTSOFAR-1 challenge single channel track. In

4https://github.com/m-wiesner/nachos

22


https://github.com/m-wiesner/nachos

CHiME-8 DASR, the single-channel recordings are available only for training
purposes (train_sc in Table3)), as the focus is strictly on multi-channel. Im-
portantly, while each meeting is captured by many devices, in NOTSOFAR-1
the signals captured by each device are considered as a single, independent
“session” in order to constrain participants to focus also on single-array ap-
plication scenarios, which are arguably the most common. As such, the total
number of sessions, in Table 3| is 1195 despite having only 315 unique meet-
ings.

Again, as with the other corpora, on-person close-talk headset devices
with low cross talk are made available for all train and dev splits. NOTSO-
FAR-1 shares similarities with AMI, but distinguishes itself by featuring more
speakers and a more dynamic conversational setting. Transcriptions are of
high quality, with word-level alignment provided, as well as useful metadata
such as special tags for filler words. Transcriptions are obtained using a multi-
judge system by using two different transcribers without any automatic aid,
in order to reduce the risk of introducing bias in the annotation procedure.

3.2. Rules

The main rationale of the C7-8DASR rules is to prevent specialized ap-
proaches that, e.g., use domain identification to tackle one scenario at a time
or leverage a-priori information such array geometry and thus “by design” are
limited in their generalization capability. A truly generalist, versatile system
can almost always be fine-tuned or improved by exploiting some domain-
specific knowledge (e.g. array geometry), while the contrary is far more
challenging to realize. As such, participants are forbidden to use manual or
automatic domain identification or any information on the recording setup
(included the total number of microphones) or number of speakers. They
need to produce a single array-topology agnostic system for all scenarios.

For training purposes, only data from the train splits of the core scenar-
ios can be used together with the external data sources allowed. We encour-
aged participants to propose additional external pre-trained models and data
sources during the first month of the challenge. Up to 8 pre-trained models
and 5 external data sources as proposed by participants were added during
C7DASR. A detailed description of the rules is available on the challenge
websitell

®see https://www.chimechallenge.org/challenges/chime8 /task1/rules
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3.8. Bvaluation tracks

Since C7-8DASR challenges are designed to be a continuation of the CH-
iME-6 challenge, the evaluation setup is also inherited. Participants must
perform joint ASR and diarization of different meeting scenarios using far-
field recording devices and produce a transcription with speaker attribution
and segmentation at the utterance level. As CHiME-6, CTDASR featured
another optional “acoustic robustness” track, where oracle diarization infor-
mation could be used. The motivation for such a track was to probe to what
extent the error was due to diarization or, instead, to other components such
as the ASR system and/or the particular acoustic front-end separation tech-
nique employed. In C8DASR, this latter optional track was removed, in order
to keep the evaluation data fully blind for the newly added NOTSOFAR-1
scenario. Another important difference compared to CHiME-6 is that in all
tracks no restriction is made on the language model used (LM), provided
that it is trained only on the allowable training datasets. This was moti-
vated by the fact that the CHiME-6-constrained LM track was too restric-
tive and practically forced many participants to adopt hybrid deep neural
network (DNN)-HMM ASR models. In C8DASR, an additional, optional
track was proposed that instead allowed also the use of some pre-trained ex-
ternal LLMs. This direction was motivated by recent work that found that
LLMs are effective, in particular, for diarization post-processing (Park et al.,
2023a; Wang et al.l 2024b). However, this track received limited participa-
tion during the challenge, with only one team submitting and reporting very
marginal improvements compared to the main track. On the other hand,
in a recent work (Ogawa et al., 2024)), it is shown how Llama 2 (Touvron
et al., 2023 can be used effectively to improve transcription results on the
CT7DASR challenge. The authors found that by refining the ASR model’s
N-best list, Llama 2 can significantly improve results, primarily due to its
ability to model long-context, inter-utterances dependencies.

Additionally, in the C8DASR and the CHiME-8 NOTSOFAR-1 chal-
lenges, a “jury award special mention” was introduced to recognize teams
that developed efficient and practically viable transcription systems. This
initiative aimed to encourage research into approaches that did not rely
heavily on ensembles, iterative inference schemes, or test-time adaptation.
Although this track also received limited interest, one team succeeded in cre-
ating a more practical system with excellent results. These findings will be
discussed further in Section [l

24



3.8.1. Annotation and text normalization

Participants’ systems have to produce, for each core scenario, a JSON
SEGment-wise Long-form Speech Transcription annotation (segLST) (von
Neumann et al., 2023) file. An short example of the content of this file for
the CHIME-6 scenario is given in Listing [I}

Listing 1: JSON SEGment-wise Long-form Speech Transcription annotation (segLST) for
two utterances. Each utterance is a dictionary with several attributes.

1 {“end_time” : 76.340,

2 “start_time”: 73.500,

3 “words”: “let ’s do lunch”,
. “speaker”: “PO8”

5 “session_id”: “S02”},

¢ {“end_time” : 76.560,

7 “start_time”: 75.300,

s “words”: “okay” ,

9 “speaker”: “PO2”

o “session_id”: “S02”}

For each transcribed utterance, the start, end, and an arbitrary (but
consistent through the meeting) speaker-id tag must be inferred together with
the words. The session_id is known and corresponds to the meeting session.
The segLLST format is inherited from the CHiME-5 challenge directly, but it
differs from the fact that end_time and start_time are in seconds (instead
of the hh:mm:ss format used in CHiME-5/6) to make the annotation easier
to use.

Note that this format is also used for the annotation of the C7-8DASR
core scenarios train and dev splits. As stated in Section [2.5] the annotation
and the directory structure are made consistent across all scenarios to make
the data easier to parse and prepare. For the train and dev split, additional
entries may be present, such as location (for CHIME-6) or word_alignment
(for NOTSOFAR-1) depending on the metadata available for each dataset.
In detail, for train and dev splits, we make available to participants two
separate JSON segL.ST annotations: one containing all the original dataset
metadata and without text normalization, and another one, which has the
same exact format (with only the base entries as in Listing [1|) participants
need to produce in inference and has text normalization applied.

Text normalization differs between C7DASR and CS8DASR. C7DASR
builds on CHiME-6 text normalization: punctuation is removed, and all char-
acters are converted to lower case. In addition, nonverbal speech sounds such
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as “uhm”, “umh” etc. are assigned to “hmmm” to be consistent across all
datasets. In C8DASR, text normalization is more sophisticated and instead
builds on the Whisper text normalization pipeline, but with crucial modifi-
cations. First, it was modified to be idempotent. The original Whisper text
normalization gives inconsistent results if applied more than once on the
same text. We argue that while this can be acceptable for data preprocess-
ing, it is not ideal for scoring: text normalization should be a straightforward
and well-defined mapping that can, in principle, also be applied manually.
Secondly, we remove number normalization (i.e. “two dollars” will not be
converted to 2§) so that the end result is more verbatim. Compared to
C7DASR normalization, nonverbal speech sounds such as “uhm”, “uhhh”,
“ah” are completely removed, and common abbreviations are expanded (e.g.
“goin” to going) E] This procedure ensures that the task is well defined: the
text is more consistent among the scenarios. Moreover, it avoids biasing the
final results by filler sounds (“uhm”, “uhhh’ etc.) which otherwise would be
among the most common words. This same text normalization was adopted
by the concurrent CHIME-8 NOTSOFAR-1 challenge, as the goal was to be
able to compare systems across the two.

For these reasons, in the following sections, we will report all results
(including those of CTDASR) always using C8DASR text normalization when
scoring participant submissions.

3.4. Baseline Systems

In C7TDASR, as mentioned, a baseline system implemented with ESP-
net (Watanabe et al.) 2018) was providedlz]. In C8DASR, an additional
baseline was added’, derived from the NVIDIA NeMo team submission to
C7DASR. In C8DASR, the ESPnet baseline remained largely unchanged?]
except for some hyperparameters for the diarization component which were
tuned to deal with the new NOTSOFAR-1 scenario.

The two baselines differ mainly in the diarization technique used. Both
follow the pipeline illustrated in Figure |3 consisting of multi-channel diariza-
tion followed by target speaker separation/extraction (TSE) via GSS (Boed-

®Some examples are available here: https://github.com/chimechallenge/chime-
utils/blob/main/tests/test_normalizer.py

" Available: https://github.com/espnet/espnet/blob/master/egs2/chime7_task1l

® Available: https://github.com/chimechallenge/ C8DASR-Baseline-NeMo

7 Available: https://github.com/espnet/espnet/blob/master/egs2/chime8_taskl
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Figure 3: ESPnet and NeMo baseline systems high-level overview. This same scheme was
adopted by almost all C7-8DASR participants and top performing systems in the “twin”
CHiME-8 NOTSOFAR-1 challenge.

deker et al. |2018) and finally ASR on each separated utterance. This ap-
proach aligns with the strategies employed by the winning teams in the pre-
vious two CHiME-5 and CHiME-6 challenges (Arora et al.} [2020; Chen et al.,
2020a; [Medennikov et al. [2020a), where GSS has been the de-facto standard
approach for front-end speech separation due to its effectiveness.

3.4.1. Target Speaker Separation

Both baselines employ the same TSE pipeline consisting of channel se-
lection using the envelope variance method (EV) (Wolf and Nadeul 2014))
followed by GSS.

The inclusion of EV-based channel selection was a novel feature intro-
duced in the C7TDASR baseline. The motivation for using channel selection
was twofold. First, it allows for accelerating the inference process and /or sav-
ing GPU memory, as the particular GPU-based GSS implementation scales
quadratically in the GPU memory requirements with the number of chan-
nels used. Secondly, it also allows for a marginal improvement in performance
because microphones with lower quality signal are excluded. In our previ-
ous work (Cornell et al., 2023)) introducing the C7TDASR, baseline, we found
that there is an optimal trade-off between these two effects that occurs for
C7DASR, when 80% of the microphones are retained. The choice of using EV
instead of other channel selection measures (Wolf and Nadeu, 2014} (Cornell
et al., 2021)) was dictated mainly because it is a simple and computationally
efficient measure which has been found to be quite effective in the CHiME-
5/6 scenario in a recent work (Cornell et al., [2021), even compared to more
sophisticated data-driven methods or ASR-based measures.

GSS (Boeddeker et al.,2018) employs a spatial mixture model (SMM) (Ito
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Figure 5: NeMo baseline diarization pipeline scheme.

et al., [2016) guided by diarization estimates to obtain an enhanced signal for
an utterance. An SMM is fitted for each utterance (according to the diariza-
tion estimate) using observations from the utterance boundaries plus some
context which can span several tens of seconds. The diarization estimate
is used to indicate potential source activity. After this fitting, the model’s
posterior is used for mask-based beamforming. The minimum variance dis-
tortionless response (MVDR) (Capon, [1969) beamformer is used followed
by a-posteriori maximum SNR channel selection (Erdogan et al., 2016) and
blind analytic normalization (BAN) (Warsitz and Haeb-Umbach) 2007) post-
filtering. As such, GSS does not use any training data, as it is simply fitted
at inference time on each utterance. Thereby, it does not suffer from the
domain mismatch issues often encountered with supervised DNN methods.
As will be shown in Section [4] this same pipeline, comprising EV-based chan-
nel selection followed by GSS, was also adopted by almost all participants
without significant modifications, further demonstrating its reliability and
effectiveness.

3.4.2. Diarization
As said, the two baselines differ substantially in the diarization compo-

nent employed. The ESPnet baseline diarization component is illustrated in
Figure [4] while the NeMo one is in Figure [5
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The ESPnet baseline diarization component is built on top of the Pyan-
note (Bredin et al. 2020)) diarization 2.1 pipeline (Bredin, 2023) which is
suitably modified to deal with multiple microphone inputs. The latter con-
sists of a local EEND model (Fujita et al., 2019b; Bredin and Laurent), 2021)
and the pre-trained ECAPA-TDNN (Desplanques et al., 2020) speaker-id
embedding model. The local EEND model predicts speech activation for
up to 3 concurrent speakers within a context of 5s and is applied to the
whole meeting with a 0.5s stride and to every microphone channel. We use
this model to select, for each 5s window, the channel with the highest total
speech activity. This channel is then used to extract ECAPA-TDNN speaker-
id embeddings with the overlap-aware mechanism proposed in (Bredin and
Laurent, [2021}; |Bredin) 2023). To mitigate false alarms, the speaker activity
selection decision is made after logit thresholding and median filtering ap-
plied to each microphone channel. This selection strategy is strongly needed
as, especially in scenarios as CHiME-6, where diarization error rate (DER)
between different microphones can vary by more than 10%. We also exper-
imented with ensembling the diarization pipeline results across arrays using
DOVER-Lap (Raj et al., 2021b). However we found this latter solution to
have significantly worse performance on CHiME-6. Moreover, it is intrinsi-
cally significantly slower in inference, due to the fact that the whole pipeline
must be run on every channel. In the proposed channel selection strategy
instead, only the local EEND model is run on each channel, leading to a
significant speed up, as computationally heavy operations, such as ECAPA-
TDNN embedding extraction, are performed only for one channel. The local
EEND model is fine-tuned on the CHIME-6 train set (using all far-field
channels only) using for validation and early stopping the MX6 dev set.
Diarization output post-processing is employed in order to avoid too long ut-
terances or too short utterances, both of which will hurt ASR performance.
In detail, we merge utterances from the same speaker that are 0.5s seconds
apart up to a maximum duration of 30 s and with a target duration of around
10s. Utterances that are instead longer than 30s are split. We tune hyper-
parameters, such as clustering and local EEND model threshold, including
this diarization post-processing, using the Optuna framework (Akiba et al.,
2019) with macro JER (over MX6, CHIME-6 and DiPCo dev sets) as the op-
timizing criteria and tree-structured Parzen estimator (Ozaki et al., 2020) as
the optimization method. For the updated ESPnet C8DASR baseline these
hyper-parameters are re-tuned by adding also a part of NOTSOFAR-1 train
set (the dev set was not available when building the baseline).
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The NeMo baseline diarization pipeline is based on a modified multi-
scale diarization decoder (MSDD) technique (Park et al., [2022)) which is an
improved variant of TS-VAD. First, as a pre-processing step, multi-channel
dereverberation is performed via MIMO-WPE (Yoshioka and Nakatani, [2012)
applied on 40s windows with 2s overlap. Next, to reduce the number of
channels, channel clustering is performed using normalized maximum eigen-
gap spectral clustering (NME-SC) clustering (Park et al., 2019) on the spatial
coherence matrix obtained from all microphone channels by averaging across
the whole meeting. To identify speech and silent regions, a multi-channel
VAD model (MC-VAD) is employed. This model is based on the pre-trained
MarbleNet VAD model, which is then fine-tuned on a 3000 hours mix of
CHIiME-6 train data and synthetic data obtained from VoxCeleb 1&2, Lib-
riSpeech and MUSAN using the NeMo multi-speaker simulator (Park et al.,
2023b). Such VAD model is applied on each clustered channel independently,
with logits fused by a max operation over all channels for each timestep.
Multi-resolution TitaNet (Koluguri et al., 2022)) speaker-id embeddings are
extracted on each speech segment detected by the VAD using 3s, 1.5s, and
0.5s all with 50% overlap. The MSDD model is then initialized using NME-
SC clustering over these multi-resolution TitaNet embeddings. To create
multi-channel aware speaker-id embeddings, the TitaNet embeddings from
each clustered channel belonging to the same segment are concatenated in
this step. However, the channel with the lowest correlation is excluded.
Then after a first diarization hypothesis, the MSDD model is applied on
each clustered channel independently (thus not using multi-channel aware
speaker embedding) with a context size of 15s and an hop-size of 3s and
outputs a logit for each speaker each 0.05s using input embedding scale
interpolation (Park et al., 2023c¢). The final diarization output is derived,
after logit thresholding, via majority voting over all clustered channels for
each timestep. The particular MSDD model differs from the original MSDD
model proposed in (Park et al., [2022)) as it employs a four layers Transformer
network with an embedding size of 384 and feed-forward network hidden size
of 2048 instead of long-short term memory networks. It is trained using the
same 3000 h data employed for the VAD model consisting of CHIME-6 and
simulated conversations. As in the ESPnet baseline, here diarization post-
processing is also employed. Specifically, too short silences or utterances
are suppressed, and onset and offset padding is applied on each utterance
in order to avoid truncated words. Hyper-parameters were tuned using the

Optuna framework on the C7TDASR, (C8DASR for the C8DASR challenge)
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dev set using DA-WER as the optimizing criteria.

3.4.8. Automatic Speech Recognition

Both baselines employ a “classical” single-channel ASR back-end; i.e. no
target-speaker ASR or multi-channel features are integrated into the ASR
model.

The ESPnet baseline ASR back-end is based on IRIS (Chang et al.|
2022) and multi-IRIS (Masuyama et al., [2022) ASR back-ends. It integrates
WavLM as a front-end for a Transformer (Vaswani et al., 2017)) attention-
based encoder-decoder model. WavLM large is employed and its weights
are kept frozen. Instead, its internal representation is fed to the Transformer
encoder through layer-wise learnable softmax weights, a technique which is
commonly employed (wen Yang et al.l 2021; Chang et al., [2022; [Masuyama
et al., 2022; Yang et all 2024). The model consists of 12 encoder layers
and 6 decoder layers for a total of only 30 M trainable parameters as the
pre-trained WavLM representation is leveraged. It is trained using hybrid
CTC/attention loss (Watanabe et al.,2017)) on the full CHIME-6 train and
MX6 train_intv and train_calls portions, using data from all microphone
devices. Furthermore, data-augmented close-talk microphone data is created
from both MX6 and CHiME-6. We follow the data augmentation pipeline
developed for the Kaldi CHIME-6 baseline (Watanabe et al., 2020), where
MUSAN (Snyder et al., [2015) and SLR26 (Ko et al., 2017)) are employed to
get noisy /reverberant signals from close-talk microphone utterances. To ob-
tain satisfactory performance, we found critical to also include GSS-enhanced
data (obtained using oracle diarization) from the CHiME-6 train set. The
model is trained for 5 epochs, and the weights from the best 3 checkpoints
are averaged. Adam is used for optimization with a peak learning rate of
0.0001. A warmup schedule of 40k steps is employed followed by linear de-
cay. SpecAugment (Park et al| 2020) masking is performed during training
on the WavLLM representation after the learnable softmax operation. Hybrid
CTC attention decoding is then performed in inference. We use a beam size
of 10 and a CTC weight of 0.3.

The NeMo baseline ASR model is based instead on the pre-trained NeMo
Conformer (Gulati et all [2020) transducer XL mode[®} The pre-trained
model is fine-tuned using CHiME-6 and MX6 train subsets data after pre-

10 Available: |https://huggingface.co/nvidia/stt_en_conformer_transducer xlarge
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processing with GSS using ground-truth diarization. The model consists of
600 M parameters and is updated for 35k steps with 128 batch size and a
learning rate of 0.00001. For decoding, adaptive expansion search is em-
ployed (Kim et all, [2020)) together with an external word-piece LM. The
LM is based on byte-pair-encoding (BPE) tokens using SentencePiece (Kudo
and Richardson, |2018)) and is constructed using the KenLM toolkit (Heafield,
2011)) by using text data from C7TDASR train and dev sets.

4. Analysis of Submitted Systems

The two challenges attracted a total of 9 teams, in alphabetical order:
BUT FIT (Karafiat et al., 2023), IACAS-Thinkit (Ye et al., [2023), NVIDIA-
NeMo (Park et al., [2023c), NPU (Mu et al., 2023), NTT (Kamo et al., 2023,
2024)), Paderborn University (Boeddeker et al., |2023), STCON (Prisyach
et al., 2023; Mitrofanov et al., 2024), University of Cambridge (Deng et al.,
2023) and USTC-NERCSLIP (Wang et all 2023a)). Two teams: STCON
and NTT, participated in both the CTDASR and C8DASR challenges. Other
teams, such as USTC-NERCSLIP, NPU and BUT participated instead only
in the CTDASR and the CHIME-8 NOTSOFAR-1 challenge.

A total of 32 systems were submitted for the two challenges: 5 for CSDASR
and 27 for CTDASR. Among the CTDASR systems, 13 were submitted to the
optional oracle diarization track and 14 to the main track. Due to the sheer
number of submitted systems and due to the fact that most of them differ
only by hyper-parameter choices, we will restrict our analysis here by con-
sidering mostly the best systems submitted by each team with few notable
exceptions which we deem particularly interesting.

We summarize baseline and participants systems diarization and front-
end components in Table 4 and the back-end components (ASR and external
LM) in Table 5| Each table is divided into three panels: in the top panel,
for reference, are the baseline systems which have been described before in
Section [3.4} in the middle one C8DASR submissions and in the last one
C7DASR submissions. Within each panel, the team submissions are sorted
in ascending order by tcpWER with best systems first. Challenge results will
be summarized and discussed later in Section Bl
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Table 4: Summary of diarization and front-end components for C7-8DASR baseline and best submitted systems. Top panel
(grey ): baseline systems; middle panel ( yellow ): C8DASR submissions; bottom panel ( pink ): C7DASR submissions.
Within each panel, participants systems are ordered according to macro-averaged tcpWER. We report only the best system

for each team.

System Diarization Front-End
Segmentation Spk-id Emb. Refinement Multi-Channel Channel Separation
Extr. & Clustering Mechanism Selection
ESPnet Pyannote Pyannote - Top-1 Channel EV GsS
Baseline Segmentation Diarization 2.1 - VAD Selection
NeMo MarbleNet Multi-scale TitaNet Transformer logit max pooling & EV Gss
Baseline VAD & NME-SC MSDD multi-channel TitaNet embeddings
TDNN Ecapa-TDNN & DOVER-Lap and GSS with
STCON stats-based wav2vec 2.0 AED multi-speaker OSD NSD-MS2S TS-VAD EV neural
with UMAP+DBSCAN+GMM clustering posterior averaging refinement (G-TSE)
EEND-VC & DOVER-Lap & EV &
NTT EEND-VC ECAPA-TDNN NSD-MS2S channel clustering Brouhaha Csg GSS with SP-MWF
with NME-SC for speaker counting
TACAS- Pyannote Pyannote neural TSE for
Thinkit Segmentation Diarization 2.1 ALY DOV bR ) GSS init
USTC- Pyannote ECAPA-TDNN NSD-MS2S NSD-MS2S EV + virtual GSS
NERCSLIP Segmentation + NME-SC B posterior averaging subarray SINR
NTT EEND-VC EEND-VC - DOVER-Lap - GSS
TDNN ECAPA-TDNN TS-VAD
RGO stats-based + NME-SC ALY posterior averaging EV S5
University of Pyannote Pyannote Top-3 Channel
Cambridge Segmentation Diarization 2.1 - VAD Selection EV GSS
+ DOVER-Lap
MarbleNet Multi-scale TitaNet Transformer logit max pooling &
NVIDIA NeMo ="/, & NME-SC MSDD Multi-channel TitaNet embeddings EV G
NPU Pyannote Pyannote - Top-1 Channel EV GSS
Segmentation Diarization 2.1 - VAD Selection
Paderborn Pyannote Pyannote TS-VAD + TS-VAD ) Gss
University Segmentation Diarization 2.1 d-vector refinement posterior averaging
BUT FIT Pyannote Pyannote - Top-1 Channel EV GsS

Segmentation

Diarization 2.1 -

VAD Selection




4.1. Front-end processing

In Table {4 participants system diarization techniques are broken down
into:

e Segmentation: part of the diarization system used for VAD, overlapped
speech detection (OSD), or multi-speaker segmentation. This includes
EEND techniques (Fujita et al. [2019alb; Kinoshita et al.| 2021a,b),
since these can be considered as a generalization of the VAD task (a
VAD for each speaker).

o Speaker-id embedding extraction and clustering: technique used to ex-
tract speaker-id discriminative embeddings and clustering method used
to determine the total number of speakers throughout the meeting.

e Refinement: diarization refinement techniques such as TS-VAD (Meden-
nikov et al., [2020b) if any is used.

e Multi-channel mechanism: what mechanism/strategy is used to get
predictions from multiple-microphones. A straightforward strategy is
to just ensemble predictions from the same model applied to different
channels.

With front-end processing, we instead denote the components used for micro-
phone array processing, which has to be array agnostic in the two challenges
due to the difference, across scenarios, in recording setups. Front-end pro-
cessing is broken down into Channel Selection and Speech Separation. The
two ESPnet and NeMo baselines, for example, employ EV and GSS for these
two components.

4.1.1. Neural Speaker Extraction/Separation

From Table {4|it is evident that all systems adopt GSS as the main separa-
tion component, thus following the same diarization— GSS— ASR pipeline
scheme as adopted by the baseline systems and depicted in Figure[3] As said,
this same scheme was also used by the best systems in the past CHiME-6
challenge. Few participant systems try to improve upon GSS, confirming its
efficacy overall. For example, the CTDASR IACAS-Thinkit and the CSDASR
STCON systems complement GSS with DNN-based neural TSE. However,
while the IACAS-Thinkit system uses the DNN-based TSE to initialize GSS,
the C8DASR STCON instead uses it for refinement: the TSE model takes
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the GSS output as an additional input to provide the target speaker cue. In
the latter case, improvements over a GSS-only baseline where possible only
after fine-tuning with the ASR loss. These facts outline the robustness of
GSS and its effectiveness despite its simplicity. It is also worth mentioning
that, in their CSDASR system submission paper (Mitrofanov et al., [2024),
the STCON team also reports that they experimented with a continuous
speech separation (CSS) (Chen et al., |2020b) approach similar to the one
employed in the CHIME-8 NOTSOFAR-1 challenge baseline system (Vin-
nikov et al., [2024)). However, they found that such an approach was too
brittle, as the CSS model was prone to introduce speaker confusion errors in

complex situations with fast turn-taking dynamics and low SNR, such as in
CHiME-6 scenario.

4.1.2. Channel Selection

Similarly, regarding channel selection, almost all participants used the
proposed baseline EV channel selection strategy. It was found to be quite
effective despite its simplicity and has also the additional benefit of reducing
inference time. The C8DASR NTT system combines it with the pre-trained
Brouhaha (Lavechin et al., 2023) multi-task VAD model which can predict
Cso speech clarity index, which measures the amount of reverberation. The
C7DASR USTC-NERCSLIP instead combines it with a more complicated
strategy: EV scores for each microphone are computed, then the channels are
sorted and grouped into “virtual subarrays” of 5 microphones each. Notably,
some teams, such as Paderborn University and NT'T, did not use channel
selection in their CTDASR submissions. However, NTT’s next year CSDASR
submission incorporated channel selection, indicating that this component
is beneficial, particularly for excluding problematic channels. After all, as
outlined in Figure [2] Section [3.1] scenarios such as Mixer 6 and CHiME-6
inherently benefits from some explicit or implicit channel selection component
due to their significant inter microphone channel SDR variability.

4.2. Diarization

Reliable diarization and speaker counting are crucial components for
meeting transcription, even more so since, as said before, all participants
relied on GSS. Consequently, significant effort was dedicated to improve di-
arization accuracy. The only exceptions are the CTDASR NPU and BUT FIT
systems, which focused solely on improving the ASR component and used
the ESPnet baseline diarization system without modifications. In C7TDASR,
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most of the other teams, with the exception of NeMo (Park et al., 2023c),
STCON (Prisyach et al., [2023), mainly built upon the CTDASR baseline di-
arization system by introducing effective modifications (Deng et al., 2023)
and/or also a TS-VAD module for refinement (Boeddeker et al., 2023). The
NTT system notably differs from all others as it does not rely on a clas-
sical segmentation plus clustering pipeline. Instead, it employs a modi-
fied end-to-end neural diarization with vector clustering (EEND-VC) (Ki-
noshita et al., 2021bla) which uses WavLM features, resulting in a simple
and streamlined diarization pipeline. A TS-VAD component appears in all
top-performing C7-8DASR systems, confirming its effectiveness. Indeed, di-
arization performance heavily depends on TS-VAD’s architecture and train-
ing data. CTDASR TACAS-Thinkit (Ye et al 2023) and STCON teams use
the original T'S-VAD model (Medennikov et al., [2020b)), while Paderborn Uni-
versity, USTC-NERCSLIP (Wang et al., 2023a)) and NeMo explore different
architectures and speaker embeddings for conditioning. Among these, the
USTC-NERCSLIP NSD-MA-MSE TS-VAD model (He et al., [2023)) proved
to be very effective, leading to its adoption in subsequent C8DASR submis-
sions by both STCON and NTT teams.

4.2.1. Improvements in the speaker counting components in CSDASR

In C8DASR, due to the increased difficulty of accurate speaker counting
from the introduction of NOTSOFAR-1, both STCON (Mitrofanov et al.,
2024) and NTT (Kamo et al., |[2024) make substantial modifications regard-
ing the core diarization component to make it more robust. For example, it
is evident how the STCON team switched from a classical VAD+ECAPA-
TDNN clustering pipeline for the initial diarization to a more complex one
that can better deal with overlapped speech. The core component for their
pipeline is a novel wav2vec 2.0 attention-based encoder-decoder (AED) model
that extracts frame-wise speaker embeddings and can be used also to perform
overlapped speech detection (OSD). On the other hand, the NTT system still
relies on EEND-VC but adds robustness via a multi-channel speaker count-
ing component that leverages ECAPA-TDNN speaker embeddings extracted
after GSS.

4.8. Multi-Channel Mechanism, Ensembling and Test-Time Adaptation

As it is evident from Table [d most systems rely on ensembling tech-
niques in order to fuse information across multiple microphones. As such,
the efficacy of native multi-channel diarization techniques such as (Horiguchi

20



et al., 2022) remains largely under-explored for complex conversational sce-
narios. A notable exception is the CTDASR NeMo system, which leverages
multi-channel information in the speaker embedding clustering phase by con-
catenating as explained in Section [3.4.2]

C7DASR NTT and TACAS-Thinkit systems explored test time adapta-
tion (TTA) in their diarization pipelines through iterative pseudo-labeling.
However, according to the NTT technical report, this approach yielded only
marginal improvements while introducing substantial computational over-
head, raising questions about its practical value in real-world applications.

4.4. Automatic Speech Recognition

In Table |5 we present a taxonomy of participants” ASR techniques. These
are summarized and broken down into the following:

e Features: input features used for the ASR model. These can include
latent representation from pre-trained models such as WavLM.

e Model: main DNN architecture used e.g. Conformer.

e (Criteria: ASR criteria used, such as CTC+Attention, Attention-only,
connectionist temporal classification (CTC) (Graves et al.. 2006) or
transducer (Graves|, 2012)).

o Multi-channel: if the ASR model uses some technique to fuse informa-
tion from multiple-channels.

o Text-time adaptation (TTA): what technique is used for unsupervised
TTA. These include simple iterative pseudo-labeling, STAR (Hu et al.,
2024) or single-utterance test-time adaptation (SUTA) (Lin et al., 2022))
for example.

e Speaker adaptation: what technique, if any, is used for target speaker
adaptation e.g. if the ASR accepts a cue for the target speaker.

e Ensembling: ensembling technique used e.g. Recognizer Output Voting
Error Reduction (ROVER) (Fiscus, [1997) or others to combine the
output of multiple systems.

e FExternal LM: external language model (LM) used during ASR decod-
ing.
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4.4.1. Input Features, Criteria and Architecture

First, it can be noted that all participants leverage external pre-trained
models in some way with WavLM being the most commonly used one.
Some exceptions are the NeMo baseline and the CTDASR NeMo team sub-
mission which use the pre-trained NeMo Conformer-transducer model and
the C8DASR NTT submission which also use Whisper (it was allowed in
C8DASR to be consistent with the concurrent CHiME-8 NOTSOFAR-1 chal-
lenge). Among all submissions the CTDASR USTC-NERCSLIP is also pe-
culiar in the fact that it leverages an interesting combination of features
from WavLM, ECAPA-TDNN and even a pre-trained Conv-TasNet speech
enhancement model (Luo and Mesgarani, [2019)).

Regarding the ASR models architecture, most participants use Trans-
former or Conformer based ASR models and CTC+Att or transducer-based
criteria. STCON C8DASR and C7DASR submissions also experiment with
Kaldi-based DNN-HMM multi-stream TDNN-F (Han et al [2019) and K2
Zipformer (Yao et al.;|2023) with CTC plus pruned stateless transducer (Povey,
2020). The NTT C7DASR submission instead experimented with S4-based (Gu
et al., [2021)) layers to augment the Conformer and Branchformer (Peng et al.|
2022)) models. For the subsequent NTT C8DASR challenge, these S4 compo-
nents were no longer incorporated into their approach, suggesting that their
contribution to performance gains was marginal or debatable. Similarly to
STCON, the University of Cambridge C7TDASR submission (Deng et al.l
2023)) also includes alternative, more exotic, ASR criteria, such as a back-
ward CTC+ Attention, which operates on a right-to-left encoder representa-
tion, and the recently proposed label-synchronous neural transducer (Deng
and Woodland, 2024). The rationale for this is that such diversity in criteria
can enhance the effectiveness of ensemble techniques, as they can be com-
plementary to each other. While the widespread use of multiple criteria and
architectures for ensemble approaches makes direct comparisons challenging,
the CTDASR TACAS-Thinkit WavLM-based CTC ASR system stands out

for its notable simplicity and relative efficacy.

4.4.2. Ensembling and Test-Time Adaptation Techniques

Almost all submissions extensively use ensembling techniques from differ-
ent ASR models, with ROVER being the most commonly used method. No-
table exceptions are TACAS-Thinkit and BUT FIT submissions, as well as one
submission from the NTT team for CSDASR, which focuses on lightweight
inference and uses only the Whisper-M model.
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Two teams use more complex ensembling strategies. The CSDASR STCON
submission switches from ROVER as used for CTDASR to a more compli-
cated fusion technique, involving lattice fusion and minimum Bayes risk
decoding (Kumar and Byrne, 2004) while the University of Cambridge’s
C7DASR submission adopts a two-pass approach where hypotheses from a
CTC-based model are rescored and combined using the decoders of three
other models. However, the wide usage of ROVER suggests that, despite its
simplicity, it is still competitive with these more refined methods.

Concerning ASR TTA techniques, we observe the same trend as for di-
arization. Few systems make use of these techniques (C8DASR STCON,
C7DASR TACAS-Thinkit, NTT and University of Cambridge). However,
when ablations are reported in their respective technical description pa-
pers (Kamo et all [2023), they seem to offer small improvements despite
their significant computational cost. This is why, for example, the CS8DASR
NTT system does not use TTA via pseudo-labeling anymore compared to
their CTDASR system.

4.4.3. Multi-Channel and Target Speaker Information

The C7TDASR NPU system (Mu et al., [2023) is the only one that tries to
incorporate into the ASR model multi-channel information via spatial fea-
tures such as cosine sine inter-channel phase differences (cosIPD) so that the
model can still recover the original speech signal if the GSS enhancement
is imperfect. No participants explicitly leveraged target-speaker information
in either the C7TDASR or C8DASR challenges. However, we argue that all
participants ASR systems inherently possess some target-speaker capability
due to their use of GSS as pre-processing. In fact, GSS-based TSE is far from
perfect and, at least when looking at the baseline enhanced utterances, there
are many instances where the background speakers are not well suppressed.
Yet, the ASR model, if trained or fine-tuned on such data can learn that the
target speaker is the one which is slightly more energetic and has the utter-
ance “centered” regarding the segmentation. For this reason, as mentioned
in Section [3.4.3] we found it crucial for both NeMo baseline and ESPnet
baseline ASR components to include GSS-enhanced data into the training
material. Similarly, all participants in the C7-8DASR challenges included
GSS-enhanced data into the ASR training as specified in their technical re-
ports.
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4.4.4. Language Modeling

Maybe, rather unsurprisingly, most of the best performing systems (C8-
DASR STCON and NTT, CTDASR IACAS-Thinkit, NTT and STCON) are
the ones that also make use of neural LM models.

C8DASR had an optional sub-track where participants could leverage ex-
ternal pre-trained LLMs. The STCON C8DASR submission experimented
with this direction and employed a fine-tuned Llama 2 7B model on top of
their system. This model was used for hypothesis rescoring using a method
similar to the one proposed by (Ogawa et al.| 2024)), where the LLM is applied
with inter-utterance context i.e. using past context from the same speaker
previous utterances (up to 1024 tokens in total). However, they found that
this approach yielded very marginal improvements in tcpWER. This lim-
ited gain may be attributed to their already robust ASR component, which
incorporates multiple language models: a 3-gram model alongside two neu-
ral models: one Transformer-based and another implemented using ASGD
Weight-Dropped (AWD) long-short term memory (LSTM) (Merity et al.,
2018)) networks. Similarly, (Ogawa et al., 2024)) shows small but more sig-
nificant improvements on C7TDASR challenge data by using Llama 2 7B for
inter-utterance N-best list ASR hypothesis rescoring of the NTT C7DASR
system. In contrast, the CTDASR TACAS-Thinkit submission reports sig-
nificant improvements by using an inter-utterance Transformer-based LM
model. These observations suggest that the efficacy of integrating LLMs for
ASR hypothesis post-processing remains debatable and requires further in-
vestigation, particularly when the ASR component is already strong, as this
can lead to diminishing returns. In such cases, the computational resources
required for LLM inference may outweigh performance improvements, espe-
cially in production environments where efficiency is crucial.
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Table 5: Summary of back-end components for C7-8DASR baseline and best submitted systems. Top panel: baseline systems
(grey ); middle panel: C8DASR submissions ( yellow ); bottom panel (next page): C7TDASR submissions ( pink ). Within
each panel, the participants’ systems are ordered according to macro-averaged tcpWER. We report, for each team, only the
best system configuration.

System ASR
Features Model Criteria Multi TTA Spk Ensembling External
Channel Adapt LM
ESPn.et WavLM  Transformer CTCHALtt. - - - - =
Baseline
NeM(? bank Conformer Transducer - - - - wonelen
Baseline N-gram
WavLM Uconv-Conformer CTCHAtt. - STAR - N-best dovi 3 n
WavLM E-branchformer CTC+Att. = STAR - . e's . worc-plece o-gram
STCON . lattice fusion with Transformer +
WavLM ZipFormer CTC+Transducer - - - MBR decodin AWD-LSTM
WavLM ~ MS TDNN-F  phoneme HMM _ ; ; eccoding
Fbank Whisper-M Att.
NTT Loz WiktsperL Ll - - - ROVER Transformer

Fbank NeMo Conformer Transducer
WavLM Transformer Transducer




4

TACAS- pseudo word-piece N-gram +
Thinkit WavLM Transformer CTC - label - - Transformer
fine-tuning (inter-utterance)
WavLM + Conformer CTC+Att
USTC- ECAPA-TDNN + ConvTasNet _ . . ROVER .
NERCSLIP wav2vec 2.0 + Conformer CTCH+Att
ECAPA-TDNN + ConvTasNet
‘WavLM Conformer+S4 CTCHA¢tt. pseudo
NTT WavLM Branchformer+S4 CTC+Att. - label - ROVER Transformer
WavLM Branchformer Transducer fine-tuning
WavLM Uconv-Conformer CTCHAtt. e R
STCON WavLM E-br'anchformer CTC+A¢t. _ . . ROVER Transformer -
‘WavLM ZipFormer CTC+Transducer AWD-LSTM
‘WavLM MS TDNN-F phoneme HMM B
WavLM - CTC
University of WavLM Transformer CTC+Att. two-pass word-level
Cambridge WavLM Transformer CTCHAtt. - SUTA - decoder-only N-gram
backwards rescoring
WavLM Transformer LS-Transducer
NVIDIA Fbank Conformer Transducer - - - word-piece
NeMo ROVER N-gram
NPU WavLM + Transformer CTC+HAtt. MFCCA-+ - implicit via ROVER Transformer
cosIPD CGCS+FGCS - GSS ch. input - -
Paderborn ‘WavLM Transformer CTCHAtt. - - = = =
BUT FIT WavLM Transformer CTC+A¢t. - - - - -




5. Challenges Results

In this section, we present and discuss the results of CTDASR and C8DASR.
Due to the large number of submitted systems (up to 3 submissions per
track were allowed for each team), we focus on and report results only for
each team’s best-performing system, as measured by scenario-wise macro-
averaged tcpWER (as described in Section . One notable exception is
the NTT submission to C8DASR, which includes a system designed with a
greater emphasis on efficiency, aligned with the CSDASR jury award mech-
anism outlined in Section [3.3, This system is referred to as NT'Ty,,,; in
the following discussion. Note that despite being among the most efficient
and practically oriented systems in both challenges, it still had a real time
factor (RTF) of 2.46 (but without any optimization). As highlighted in Sec-
tions 2.4 and [3.3] the results presented here are computed using the CSDASR
text normalization strategy prior to scoring. Consequently, these results dif-
fer from those available on the official CTDASR challenge websitdﬂ which
used a different normalization and metric (DA-WER). This choice was made
to ensure the results are more directly comparable between C8DASR and
C7DASR but also with the CHIME-8 NOTSOFAR-1 challenge, which uses
the same ranking metric (tcpWER) and the same C8DASR text normaliza-
tion protocol.

Hwww.chimechallenge.org/challenges/chime7 /task1/results
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Figure 6: tcpWER (%) for each CTDASR core scenarios (CHIME-6, DiPCo, MX6) as well its macro average (Macro) for both

C7DASR and C8DASR systems. C8DASR systems are denoted by (C8).



5.1. Joint CHiME-7 and 8 DASR Results

Since C8DASR includes an additional scenario compared to C7TDASR
(the NOTSOFAR-1 dataset), it allows for a comparative analysis of submit-
ted systems across both challenges. Figure [6] shows the tcpWER results for
the core scenarios of CTDASR, along with their macro-average (the CSBDASR,
ranking metric, as explained in Section , for systems submitted to both
challenges. Across all systems and baselines, the tcpWER figures consistently
reveal that the scenarios, ranked from most difficult to easiest, are CHIME-6,
DiPCo, and MX6. This ranking aligns with expectations: MX6 involves only
two participants in a relatively static interview setting, whereas DiPCo and
CHIiME-6 feature four speakers that dynamically interact in more complex
environments. CHiME-6 is particularly challenging due to its multi-room
setting and highly colloquial speech, resulting in significantly higher tcp-
WER figures for all participants. Even for the best performing systems, the
tcpWER for CHIME-6 remains above 30%. This means that nearly one in
three words is incorrectly transcribed, despite advances in ASR and diariza-
tion technology and the fact that almost every participant used ASR systems
ensembles.

Achieving balanced performance across all three scenarios is a signifi-
cant challenge. For instance, some systems, such as the CTDASR STCON
submission, rank among the top C7TDASR systems on CHiME-6 but shows
significantly higher tcpWER on MX6. Conversely, systems like the CTDASR
NPU submission achieve low tcpWER on MX6 but perform worse on CH-
iME-6. Others, such as the CSDASR submissions and the CTDASR TACAS-
Thinkit submission, demonstrate more balanced performance overall. This
difficulty underscores the main motivation behind these challenges: while
it is relatively straightforward to optimize a system for a specific scenario
like CHiME-6 or MX6, developing a system or technique capable of robust
performance across all scenarios remains very challenging. Another example
of this is the C7-8DASR ESPnet baseline: the C8DASR version, due to the
fact that needs to handle the NOTSOFAR-1 scenario, performs worse than
the C7TDASR one on C7TDASR core scenarios. In this sense, it is notable
that STCON and NTT C8DASR submissions are still able to improve over
CTDASR best systems even if they need to also tackle the new NOTSOFAR-1
scenario introduced in C8DASR.

In Figure |[7] macro-averaged tcpWER versus macro-averaged Jaccard er-
ror rate (JER) (Ryant et al., [2019) is reported for the same CTDASR and
C8DASR systems. The macro-average is taken across all three CTDASR
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Figure 7: tcpWER, (%) vs. JER (%) for CTDASR and C8DASR systems (only top system
for each team). Both are macro-averaged across CTDASR core scenario (CHiME-6, DiPCo,
MZX6). Pearson correlation coefficient (PCC) and Spearman rank correlation (SRC) are
also reported.

scenarios. JER is computed by considering a start and end-point collar of
250 ms, since the manual annotation of the utterance boundaries can have
minor inconsistencies across the three datasets and is inherently imperfect
due to human error (Fiscus et al., 2007b; Ryant et al 2019).

In general, there is a clear correlation between JER and tcpWER (PCC=0.93
and SRC=0.89). This is largely expected. As mentioned in Section , all
participants practically relied on GSS-based TSE, which requires accurate
diarization to be effective. The best systems consistently have a macro JER
around 20-30%, while the worst over 40%. This is even more evident in
Figure |8| where we plot, respectively, JER versus tcpWER for each scenario
(including the macro-average) and for all submitted systems (thus not only
the best one for each team). The number of systems amounts to 22 (14
C7DASR systems plus 5 C8DASR and the three baseline systems). In Fig-
ure [9] we instead report DER versus tcpWER in the same manner.

First, we observe that JER has slightly higher SRC and PCC than DER
with respect to tcpWER. This is because JER better accounts for speaker
counting errors. In a diarization — separation — ASR pipeline, speaker
counting errors are particularly catastrophic as they compound through sub-
sequent stages. If the number of speakers is estimated incorrectly in the first
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Figure 8: tcpWER (%) vs. JER (%) for CTDASR and C8DASR systems (all submissions
are included for a total of 22 systems). Figures are computed for each core scenario
separately (CHIME-6, DiPCo, MX6). Pearson correlation coefficient (PCC) and Spearman
rank correlation (SRC) are also reported for all the scenarios jointly (Total) and also
separately for each scenario.
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Figure 9: tcpWER (%) vs. DER (%) for CTDASR and C8DASR systems (all submissions

are included for a total of 22 systems).

Figures are computed for each core scenario

separately (CHiME-6, DiPCo, MX6). Pearson correlation coefficient (PCC) and Spearman
rank correlation (SRC) are also reported for all the scenarios jointly (Total) and also
separately for each scenario.
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Figure 10: tcpWER (%) vs. JER (%) for CTDASR and C8DASR systems (all submissions
but only from the top-6 ranking teams). Figures are computed for each core scenario
separately (CHiME-6, DiPCo, MXG6). Pearson correlation coefficient (PCC) and Spearman
rank correlation (SRC) are also reported for all the scenarios jointly (Total) and also
separately for each scenario.

diarization pass, errors propagate through T'S-VAD refinement (if employed),
then GSS, and finally ASR. This compounding effect makes speaker count-
ing errors more impactful than other types of diarization errors, even when
those speakers have relatively short speech duration. This phenomenon was
also observed in our previous work (Cornell et al.; 2024c) when analyzing the
C8DASR baseline results. There may be instances where DER values are
similar between systems, but tcpWER differs substantially due to differences
in speaker counting accuracy.

On the other hand, observing more closely Figure [§], it also appears that
for the top-4 ranking systems (STCON (C8), NTT (C8), STCON, NTT,
USTC-NERCSLIP, IACAS-Thinkit) a lower JER does not always guarantee a
lower tcpWER. That is, the correlation seems weaker for such top performing
systems. Figure 10| reports tcpWER versus JER only when considering such
top-performing systems, confirming that indeed the correlation is weaker
when scenarios are considered independently. Especially for the CHiME-6
and DiPCo scenarios (PCC and SRC around 20%).

This is, however, expected as such high performing systems do not make
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significant speaker counting errors and estimate correctly the number of
speakers, especially on DiPCo and CHiME-6 scenarios. This is not true for
Mixer 6 where even some high-performing systems overestimated the num-
ber of speakers (and, in fact, the SRC is lower than the one in Figure [§] but
still significant). On CHiIME-6 and DiPCo most JER errors for these systems
arise from segmentation and are thus not very reflective of the final ASR per-
formance. This phenomenon was already observed in the previous CHiME-6
challenge by the top-ranking team (STCON) on the non-oracle diarization
track (Medennikov et al.; 2020a,b)). Among their system configuration, their
best performing one was the one with worse DER as it had a higher false
alarm rate. In fact, for ASR, it is better to combine short utterances from the
same speaker into one and have less tight segmentation, as ASR can handle
short pauses and usually benefits from having longer context. This approach
sacrifices precise utterance-wise segmentation accuracy in favor of improved
recognition performance, which is often the preferred outcome. Also recent
work (Boeddeker et all 2024) on joint TS-VAD/TSE and ASR, found that
segment boundaries overestimation is beneficial for ASR even if DER is in-
creased and performed some analysis. Such important post-processing step
is also performed (as explained in Section in the two baseline systems
and also by all participants. These observations raise important questions
on the relevance of diarization metrics like JER and DER when evaluating
diarization systems for ASR applications. As shown, these metrics, past a
certain threshold, may not always capture the impact of diarization quality
on overall recognition performance and the resulting user experience. There-
fore, if the application of the diarization system involves ASR, it is crucial
to complement DER and JER with WER-based metrics.

In Figure we report the results of the CTDASR acoustic robustness
sub-track, in which participants could use oracle diarization information. In
Figure [12] for the reader’s convenience, we also report the absolute improve-
ment vs. the main track (non oracle diarization, Figure @ Compared to
previous plots, here we lack CSDASR systems as this track was not included
in the CSDASR challenge. Note that this track was also optional: for exam-
ple, the Paderborn University team did not submit, as they mainly focused
on improving the diarization component. In this figure, as an additional ref-
erence, we also include the results for a baseline system (GSS+Whisper) that
uses Whisper large-v3 instead of the baseline ASR WavLM system with all
other things equal.

In general, for all systems, we can observe a significant tcpWER im-
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provement when using oracle diarization especially for the CHiIME-6 scenario
(Figure . Instead, for DiPCo and MX6, at least for the best systems, the
difference is much less pronounced except for STCON. Especially for MX6
which features an easier 2 speakers scenario. This suggests that much of
the difficulty in the CHiME-6 scenario is still related to accurate speaker
diarization and, in particular, speaker counting. For example, the STCON
submission here ranks second with oracle diarization when considering only
CT7DASR systems. However, in Figure [12| we can observe a significant differ-
ence between oracle and non oracle in macro-averaged tcpWER due to poor
performance in MX6. This in turn was due to the fact that their diariza-
tion clustering component over-estimated the number of speakers in MX6
as it was over-tuned towards the CHIME-6 scenario (it is the best CTDASR
system on CHiME-6 scenario in Figure @
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In contrast, their CSDASR system does not suffer from this issue and demon-
strates greater robustness, thanks to some improvements which were ex-
plained in Section 4| such as the wav2vec 2.0-based frame-level speaker em-
bedding model and the improved clustering pipeline. These observations are
confirmed by Figure where we plot instead, for all C7-8DASR systems
JER for each C7TDASR core scenarios (CHIME-6, DiPCo, MX6) as well its
macro average. It can be clearly seen that CHIME-6 is the scenario with the
highest JER for all submissions followed by DiPCo. Also, CTDASR STCON
system obtains higher JER on MX6 than the other top systems, and com-
parable to the CTDASR ESPnet baseline one, indicating sub-par diarization
performance. It is evident the degradation in JER and thus in tcpWER
(previous Figure 6] for the two C8DASR baselines. This is because their pa-
rameters have been re-tuned to handle also the NOTSOFAR-1 scenario, and
thus make significant speaker counting errors on the other scenarios. Again,
this fact underscores the difficulty of achieving a good performance balance
across all four scenarios.

Similarly, USTC-NERCSLIP ranks first with oracle diarization, but its
performance then degrades more compared to the IACAS-Thinkit submis-
sion. However, in this case, the degradation was mainly due to wrong word-
level segmentation. In terms of DA-WER, the USTC-NERCSLIP team won
and ranked first in the CTDASR challenge[?l However, in Figure[6] it is more
penalized by tcpWER as it makes more utterance-wise timestamp errors.
This appears to be the result of employing forced alignment during infer-
ence. In fact, this system uses a rather complex iterative inference procedure
in which GSS is re-ran after a first inference pass, after using forced alignment
with respect to ASR outputs in order to derive more precise word boundaries
and thus speaker activity which could be re-used for GSS guidance. While
this approach aims to enhance accuracy, it may introduces vulnerabilities: if
the ASR fails to recognize certain words correctly, the forced alignment may
produce outlier word segments, leading to timestamp errors and affecting
the overall tcpWER. JER as observed in Figure is not affected, due to
the fact that the collar mitigates such errors which consists mostly of single
words. This phenomenon may be the reason why the CHIME-8 NOTSOFAR-
1 USTC-NERCSLIP submission (Niu et al., 2024)), which is very similar to
their CTDASR submission in terms of pipeline structure, no longer employs

12Gee leaderboard: https://www.chimechallenge.org/challenges/chime7 /task1/results
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this approach.

5.2. CHIME-8 DASR Results

In Figure we plot the final results for the C8DASR challenge. As
mentioned, the challenge saw limited participation from 3 teams, also due
to the fact that many participants split between the two CHiME-8 DASR
and NOTSOFAR-1 challenges. An oracle-based system, consisting of oracle
diarization, GSS and Whisper large-v3 GSS+Whisper (oracle) is also added
in the figure as a reference.

The STCON system achieved the best overall performance, with the NTT
system closely following. Both systems have fairly well-balanced perfor-
mance in all four evaluation scenarios. Interestingly, overall, the tcpWER
for NOTSOFAR-1 is, for these two systems, only slightly higher than the
one obtained on MXG6, indicating very high robustness in speaker counting
capability, at least for relatively high SNR environments. The NTT,,.; Sys-
tem overall does not exhibit much degraded performance despite not using
any diarization refinement and only a single ASR model.

The two baseline systems perform significantly worse, primarily due to
incorrect speaker counting, as previously discussed in the context of C7-
8DASR JER results shown in Figure [13] It should be noted that the two
baselines display contrasting behaviors on the NOTSOFAR-1 dataset. The
NeMo baseline exhibits very weak performance in this scenario, as it tends to
underestimate the number of speakers (Cornell et all [2024c). The ESPnet
baseline instead performs better on NOTSOFAR-1 but then underestimates
the number of speakers in the CHiIME-6 scenario. Since both baselines rely
on classical speaker counting strategies, they exhibit a “zero-sum game” be-
havior when faced with such diverse scenarios. Improvements in speaker
counting for the CHiME-6 scenario often lead to a deterioration in perfor-
mance for NOTSOFAR-1 and vice-versa, due to their contrasting session-
level characteristics: CHiME-6 has 24 hour sessions with 4 speakers, while
NOTSOFAR-1 has ~10 minute meetings with 4-8 speakers.

As mentioned in Section [3.3] C8DASR featured an additional optional
track where several pre-trained LLM models were also allowed. As briefly
mentioned in Section |3 only the STCON team participated in this sub-track
with an approach based on Llama-2 and similar to (Ogawa et al., 2024).
However, as mentioned, this resulted in very limited performance gains: a
reduction of only 0.5% in absolute macro-tcpWER compared to their main
track submission.
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In general, the best-performing systems (STCON and NTT) are remark-
able in being superior even to the GSS+Whisper (oracle) system (which uses
oracle diarization). This includes even the NTTy,,.; system, despite the
fact that it does not use any ASR ensembling technique and no diarization
refinement.

5.8. Joint CHiME-8 DASR and NOTSOFAR-1 Challenges Results

Some of the CTDASR participants did not participate in C8DASR but
only in the “twin” time-concurrent CHiME-8 NOTSOFAR-1 challenge that,
as mentioned, focused exclusively on the NOTSOFAR-1 scenario. In CSDASR,
this latter is instead one of the four scenarios participants should address (to-
gether with CHiIME-6, DiPCo and MX6). As mentioned in Section , the
main motivation for having both challenges was to compare across the two.
The idea was to assess how “generalist”, recording setup agnostic solutions
can measure up with respect to domain-specific ones, considering that the
latter can use a-priori information about the array configuration and the
deployment domain.

CHiME-8 DASR and CHiME-8 NOTSOFAR-1 joint results are in Fig-
ure [15| where we plot, for each system, the tcpWER on the NOTSOFAR-1
scenario. For NOTSOFAR-1, we report only the best systems from the multi-
channel track and not those from the single-channel one, which, as expected,
have slightly worse performance. Note that the values are different from those
reported in the official NOTSOFAR-1 challenge results, as we accumulate er-
ror statistics rather than average tcpWER across the sessions as done in the
CHiME-8 NOTSOFAR-1 challenge. The reason is that averaging tcpWER
per session biases the overall figure on the easier sessions, which have fewer
words and also fewer participants. However, it is worth mentioning that
the overall system rankings remain consistent between both computation
methods, with differences in absolute tcpWER. values of only 1-2% The
CHIiME-8 NOTSOFAR-1 challenge had 5 teams participating, in alphabetical
order: Blue Sky Wave Riders, BUT JHU (Polok et al., |2024a)), NAIST (Hi-
rano et al.| [2024)), NPU (Huang et al. 2024) and USTC-NERCSLIP (Niu
et al., 2024).

In Table [6] we summarize the front-end and diarization techniques em-
ployed by participants to aid in the analysis of results, following a similar

13Results with NOTSOFAR-1 tcpWER averaging: https://www.chimechallenge.org/
challenges/chime8/task2/results#notsofar-and-dasr-results-supplementary
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approach to that used in Table {] for the C7-8DASR challenges. For the
reader’s convenience, the characteristics of the CSDASR STCON and NTT
submissions are also included here, marked with a (C8) tag. C8DASR base-
lines are omitted, as they have already been discussed in ample detail.
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Table 6: Summary of diarization and front-end components for CHIME-8 NOTSOFAR-1 challenge multi-channel track. Top
panel ( grey ): baseline system; bottom panel: participant submissions. Within each panel, the participants’ systems are
ordered according to macro-averaged tcpWER. C7-8DASR baselines are omitted here. STCON and NTT systems are the
same across NOTSOFAR-1 and CHiME-8 challenges. C8DASR submissions are in yellow .

Team Diarization Front-End
Segmentation Spk-id Extr. Refinement Multi-Channel Channel Separation
& Clustering Mechanism Selection
NOTSOFAR-1 Whisper TitaNet Conformer CSS +
Baseline word timestamps + NME-SC B B MVDR
Conformer CSS/OSD + JDS ResNet-221 NSD-MS2S WPE + Conformer
USTC + Enhanced Whisper + NME-SC + JDS - - CSS/OSD + GSS
word timestamps + JDS refinement
TDNN ECAPA-TDNN & DOVER-Lap and GSS with
STCON (C8) stats-based wav2vec 2.0 AED multi-speaker OSD TS-VAD EV neural
with UMAP+DBSCAN+GMM clustering posterior averaging refinement (G-TSE)
EEND-VC & DOVER-Lap & EV &
NTT (C8) EEND-VC ECAPA-TDNN NSD-MS2S channel clustering Brouhaha Cs¢9 GSS with SP-MWF
with NME-SC for speaker counting
NPU Silero + Whisper ResNet293 + NME-SC ) ) ) WavLM Conformer
word timestamps + speaker merging CSS + MVDR
NAIST Whisper TitaNet WPE + Conformer
word timestamps + NME-SC B ) B CSS + MVDR

WavLM multi-channel

UL local EEND

ECAPA-TDNN +
NME-SC

TAC-layers




Notably, compared to C7-8DASR, the approaches in this context are more
varied. They are divided among three main pipelines: diarization — GSS — ASR
(adopted by USTC-NERCSLIP, STCON, and NTT), separation — ASR — di-
arization (NOTSOFAR-1 baseline, NAIST and NPU), and a simpler diariza-
tion — ASR pipeline, as used by the BUT JHU submission. The former,
as said, has been the prevalent approach for CHiIME-6 and CHiME-7 DASR
challenges; the second is similar to (Yoshioka et al. 2019; Raj et al., [2021a;
Kanda et al., 2022a) and here is adopted mainly because it is the approach
that the NOTSOFAR-1 challenge baseline uses (Vinnikov et al., [2024). The
latter uses a Conformer-based CSS model, which is applied without VAD on
the entire session. After CSS, Whisper large-v2 is employed for recognition
and word-level segmentation, as it can predict word-level timestamps. Such
segmentation is then used to extract TitaNet embeddings which are then
clustered with NME-SC to obtain also speaker-attribution. NPU (Huang
et al.,|2024) and NAIST (Hirano et al., [2024) teams adopt the NOTSOFAR-1
baseline CSS model. NPU modifies it by using WavLM as a feature extrac-
tor, while NAIST uses MIMO-WPE before CSS to enhance dereverberation
capabilities. For the backend, NPU used Whisper large-v2 but fine-tuned
it using AdaLoRA (Zhang et al. 2023). NAIST instead uses K2 Zipformer
with WavLM large as the frontend, reporting a great speed up in inference
time over the baseline and better performance.

The USTC-NERCSLIP submission (Niu et al., [2024), also uses the same
CSS component as the NOTSOFAR-1 baseline, but only within its diariza-
tion sub-module and for diarization purposes as they extend it to perform
also overlapped speech detection jointly with separation. The system has
some similarities with their CTDASR submission and in fact heavily relies
on NSD-MS2S TS-VAD diarization refinement followed by GSS. GSS is ini-
tialized by a neural TSE model, similarly to the CTDASR TACAS-Thinkit
system but with the difference that here this neural TSE model is integrated
with the NSD-MS2S TS-VAD in a single joint diarization-separation model
(JDS). The back-end is a heavily modified version of Whisper (both large-v2
and large-v3 are used, as the final system is an ensemble), which is augment-
ed/modified with RoPE positional encodings (Heo et al., [2025)), a mixture of
expert component from (You et al 2021) and even WavLM large features.

The BUT-JHU (Polok et al., [2024a)) system instead significantly departs
from the baseline system by not relying at all on explicit separation. This
system uses a target speaker augmented Whisper model (Polok et al., 2024b),
which can perform TSE implicitly, without relying on techniques such as
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GSS. For diarization, they use a WavLM-based local EEND model (Han
et al., [2024)) similar to the one employed in the Pyannote diarization pipeline
2.1 (and thus the ESPnet baseline).

Regarding the three CSDASR systems, we observe that they compare fa-
vorably with the CHIME-8 NOTSOFAR-1 submissions, despite also address-
ing three additional scenarios, two of which are arguably more challenging, as
it is evident from tcpWER figures in Figure [I4 More broadly, all top-three
systems utilize GSS and diarization refinement through the NSD-MS2S TS-
VAD model, reaffirming the effectiveness and versatility of these techniques.
Furthermore, this highlights, again, the superior robustness of GSS compared
to current CSS or purely neural TSE methods, even, crucially, when the do-
main and array configuration is known and it is not ad-hoc. As such, there
is a clear need for further research in this area, particularly by focusing on
self/semi-supervised learning techniques (Wisdom et al., 2020; Bando et al.,
2024).

Among the C8DASR systems, NTT,,.; is particularly noteworthy, as it
does not employ any ensembling techniques (unlike most other submissions,
except BUT JHU) or diarization refinement. The BUT JHU system also
shows promise due to its streamlined pipeline. However, it falls short of
the performance achieved by other submissions. One limitation is that its
separation is handled implicitly within the ASR system, limiting its ability
to fully leverage multi-channel information.

5.8.1. System evaluation on meeting summarization for the NOTSOFAR-1
scenario

The NOTSOFAR-1 dataset, described in Section differs from the
other scenarios by focusing on structured office meetings centered on specific
topics. This feature makes it well-suited for meeting summarization tasks. In
contrast, the other three CSDASR scenarios represent purely conversational,
speech-in-the-wild settings without particular structure, making them less
appropriate for gauging downstream summarization performance. As men-
tioned in the introduction, summarization is an important downstream task
for joint diarization and ASR which has recently gained even more traction
due to the rise of LLMs. It is thus interesting to evaluate how much the qual-
ity of meeting summaries can depend on accurate transcription and correct
speaker attribution. In numerous practical settings, such as routine office
meetings, perfect verbatim transcription may be unnecessary, while concise,
accurate meeting summaries remain highly desirable. For these applications,
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challenges systems on the NOTSOFAR-1 scenario.

traditional ASR and diarization metrics derived from WER (e.g. tcpWER,
cpWER) or DER/JER may inadequately reflect actual user experience and
over-estimate the amounts of errors. This is especially true for spontaneous
conversational speech where it is common to find contraptions, hesitations,
false starts, filler words, and repetitions that may be counted as errors but
have minimal impact on the overall meaning (Kim et al., [2021). This is
particularly relevant considering that the LLM summarization process can
correct or compensate for certain inaccuracies in transcription and speaker
attribution, producing useful summaries despite imperfect input. On the
other hand, text summarization has other issues such as the fact that the
evaluation is difficult due to the inherent subjectivity of what constitutes a
“good” summary (Lee et al., [2024).

For this evaluation, we used the Gemini 2.0 Flash (Georgiev et al., 2024))
LLM to generate summaries for each NOTSOFAR-1 session starting from
each submitted transcript. We prompt the LLM to generate summaries of ap-
proximately 200 words. We selected this 200 words limit because NOTSOFAR-
1 meetings are relatively short (averaging 6 minutes as shown in Tabl,
Section with ground-truth transcriptions averaging ~ 1600 words. This
summary length was considered a reasonable trade-off between compression
and content preservation.
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The following prompt was used, where {transcription} was replaced
with the actual system transcription:

~ )

You are provided with the transcription of a meeting
involving a minimum of two to maximum eight participants.

Please create a comprehensive summary (approximately 200 words)

of the provided meeting transcription. Your summary should capture

all key points, decisions, action items, and significant exchanges.

The transcription has speakers labeled as [speaker 1],

[speaker 2] and so on.

Your summary must maintain these speaker attributions,

clearly indicating who said what, proposed ideas, or took on action items.

Meeting transcription: {transcription}
Summary (write only the requested summary hereafter):

This prompt encourages the LLM to preserve speaker attributions in the
summaries, which is a highly desired feature in most real-world applications.
Each system transcript was pre-processed using the C8DASR scoring text
normalization procedure (Section . Then, a further processing step
was performed to add speaker-id tags at each utterance in addition to the
recognized words, i.e.:

[speaker 1] ok [speaker 2] but yeah [speaker 1] yes what i was
suggesting that we [speaker 3] it is fine so if you think that we can
move forward.

We used the convention of [speaker 1] being the first speaker to speak in
the whole meeting, [speaker 2] the second, and so on. We did not include
start and end timestamps for each utterance as it is not critical for meet-
ing summarization. Note that these speaker-id tags might be misaligned
between reference and hypothesis transcriptions due to the fact that the hy-
pothesis diarization usually contains errors. To address this issue, we used
tcpWER to derive optimal reference vs. hypothesis speaker-id assignments
for each speaker and re-assign the hypothesis speaker-id tags based on this
optimal matching with respect to the ground truth transcript. This step
ensures that the ground truth derived summaries and the hypothesis tran-
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scripts summaries have aligned speaker-id labels and thus our summarization
evaluation is well defined. Note that this step still accounts for missed and
false alarm speakers. False alarm speakers would still be present in the hy-
pothesis transcript and would be assigned tags incrementally as [speaker
N] with N > S where S is the number of speakers in both the reference
and hypothesis transcriptions. We acknowledge that this speaker alignment
approach has potential limitations. The optimal permutation is computed at
the transcript level using tcpWER, rather than at the summary level across
all possible permutations. While the latter would be theoretically preferable,
it is computationally prohibitive: for a meeting with 6 speakers, this would
require 720 (6!) metric evaluations per summary. The proposed approach
represents a practical trade-off between theoretical optimality and compu-
tational feasibility. Moreover, we also experimented with using alternative
labeling schemes such as sequential letters A, B, C (in randomized order) and
even the pseudonyms that participants used in the NOTSOFAR-1 challenge
(e.g. Walter, Melissa etc.). However, we did not observe an appreciable dif-
ference in the results, suggesting that the LLM relies primarily on content
rather than speaker label formatting for summarization.

To measure downstream meeting summarization performance, we employ
complementary metrics to minimize potential evaluation biases. These in-
clude general LLM prompt-based approaches, specialized LLM-based meth-
ods, and n-gram based techniques, which are detailed below.

e G-Eval (Liu et all [2023): a SotA automatic meeting summarization
technique that leverages an LLM (OpenAl GPT-40 (OpenAl] 2024)))
and prompt engineering in order to evaluate the summarization per-
formance. G-Eval is summary reference free and uses only the system
output transcript and the original ground truth transcription. It mea-
sures:

— Coherence: assesses how well-structured and logically connected
the summary is, evaluating whether information flows naturally
and maintains clear relationships between ideas.

— Consistency: measures if the summary contains only factual in-
formation entailed in the original transcript.

— Relevance: evaluates how well the summary captures the most
important and salient information from the original meeting tran-
script.
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— Fluency: assesses the linguistic quality of the summary, including
grammatical correctness, natural language use, and readability.

G-Eval scores are natural numbers in the range [1,5] ([1, 3] for fluency),
with higher values indicating better performance.

e UniEval (Zhong et al2022): A unified evaluation framework that fine-
tunes pre-trained LM models (which are T5-based (Raffel et al., 2020)))
and evaluates text generation across multiple dimensions. Among other
tasks, it is also specifically designed for summarization and, as G-Eval,
also evaluates coherence, conciseness, relevance, and fluency of the sys-
tem summary. Unlike G-Eval, UniEval also uses the reference summary
on top of the original meeting transcription to calculate these scores.
UniEval scores are normalized real numbers in the range [0, 1], with
higher values indicating better performance.

e ROUGE-1, ROUGE-2, and ROUGE-L (Lin, 2004): standard lexical
overlap metrics that measure unigram, bigram, and longest common
subsequence matches between the generated and reference summaries,
respectively. For every ROUGE metric, here we report only the F1
scores.

As mentioned, meeting summarization suffers from the fact that the evalu-
ation procedure is inherently “noisy” due to its intrinsic subjective nature.
To mitigate this issue and ensure more reliable evaluation, we employed mul-
tiple reference summaries and multiple system hypothesis in order to be
able to compute standard error bounds. As reference summaries, for each
NOTSOFAR-1 session, we generated 8 different summaries obtained by using
ground-truth transcription by varying the seed at each Gemini 2.0 flash infer-
ence run. These are needed for UniEval and ROUGE metrics. Similarly, from
each submitted system transcript, we generate 8 different summaries using
same process. This allows us to consider, for UniEval and ROUGE metrics,
64 hypothesis and reference combinations per meeting summary. Instead,
since G-Eval is reference free, we only consider 8 different evaluation scores
per meeting summary. This is also reasonable, as, in fact, this latter is also
more expensive to run.
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Figure 16: G-Eval scores for summarization downstream task on the NOTSOFAR-1 scenario for each team best performing

system in terms of tcpWER. The overall score here is the average of coherence, relevance, and consistency metrics. Error bars

indicate standard error for each metric.



In Figure [16| we report the G-Eval metrics for each NOTSOFAR-1 sub-
mitted system, including C8DASR and those submitted in the CHiME-8
NOTSOFAR-1 challenge. We only included the best system in terms of tcp-
WER for each team and order the teams in the plot based on their tcpWER
ranking to be consistent with previous Figure 15| For reference, we include
results for several “dummy” submissions with artificially introduced errors
in the ground-truth transcription:

e Random Del: each word in the ground-truth transcription is randomly
removed with 50% probability. The resulting tcpWER is 49.83%.

e Random Speaker: speaker IDs in the ground-truth transcription are
randomly reassigned for each utterance. The resulting tcpWER is

114%.

e Random Del+Speaker: a combination of both error types: speaker
IDs are randomly reassigned for each utterance, and each word is ran-
domly removed with 50% probability. The resulting tcpWER is 101%.
This value is lower than the Random Speaker condition because fewer
words are incorrectly attributed to different speakers, as many are now
counted only as deletions. In tcpWER, speaker-word misattributions
count as two errors: once as a deletion and once as an insertion.

We can observe that, despite the evident tcpWER difference observed in
Figure [15] for which, the best system (USTC-NERCSLIP) had a tcpWER
~ 11% while the worst ~ 70%, the G-Eval metrics show reduced variation
between submissions. That is, even systems for which roughly only one out
of two words is correctly recognized and speaker-attributed (e.g. ESPnet
baseline) appear to generate summaries which are roughly on-par with sys-
tems for which ~80% of the words are correctly recognized and attributed
(e.g. NPU TEA). In fact, most differences between systems in Figure
can be considered to be not significant enough since they fall within one
standard error range. Only when the amount of errors are extremely severe
as in the Random Del and Random Del+Speaker systems an appreciable
degradation in summarization metrics can be observed. Among the G-Eval
metrics, fluency is the one that is most consistent across all submissions,
including the “dummy” systems and virtually shows no variation. This same
trend is also observed when computing ROUGE scores which are reported
in Figure [17, Crucially G-Eval consistently assigns a high fluency score to
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all systems even for the Random Del and Random Del+Speaker “dummy”
systems. This is due to the fact that all our summaries were generated using
the same Gemini Flash 2.0 model, and modern SotA LLMs have become
increasingly good at generating linguistically well-formed output, thus satu-
rating these fluency summarization metrics. It is also possible that there is
a potential systemic bias where LLM evaluators tend to rate LLM-generated
text highly on fluency metrics (Liu et al, 2023)) generated via Gemini Flash
2.0. However, upon inspection of the generated summaries, we found no
noticeable issues and all inspected summaries appeared to be well written.
Table [7] reports PCC and SRC of tcpWER vs. G-Eval, ROUGE and also
UniEval scores. These correlation coefficients are computed considering each
submitted system and each session independently for a total of 1760 sam-
ples. For this study we did not consider including the “dummy” systems
with artificially generated errors. These figures indicate that only G-Eval
has a moderate negative correlation with tcpWER with consistency being
the most correlated. This can be expected since it quantifies if the summary
contains only factually correct information that was contained in the original
transcript, thus penalizing hallucinated content and speaker mis-attributions
due to transcription errors. For ROUGE and even more so for UniEval met-
rics, the correlation is much weaker. To give a reader a sense of the weakness
of the correlation between tcpWER and G-Eval, in Figure (18| we report also
a scatter plot for all submitted systems (top: all systems, bottom: top 5 sys-
tems) of tcpWER vs. G-Eval overall metric. Each data-point corresponds
to one NOTSOFAR-1 session in the evaluation set.

These results underscore the challenges of evaluating transcription sys-
tems through meeting summarization, as the use of LLMs introduces an
additional black-box component that can significantly bias and influence the
results. When an application requires reliable or even acceptable transcrip-
tion quality, meeting summarization may not be a good proxy evaluation
task due to its high robustness to transcription errors. Among the metrics we
have analyzed, only G-Eval showed moderate correlation with transcription
errors. Thus, despite promising advantages in handling text normalization
and common linguistic artifacts in spontaneous speech, this same robustness
makes summarization currently sub-optimal as a proxy evaluation task for
transcription quality. At least until better summarization metrics or ad-hoc
evaluation frameworks are developed for dialogue-oriented summarization,
though G-Eval already shows improved correlation compared to legacy met-
rics like UniEval and ROUGE. For example, in our preliminary experiments,
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Table 7: Pearson correlation coefficients (PCC) and Spearmank rank correlation (SRC)
between tcpWER and G-Eval, UniEval and ROUGE F1 scores metrics.

Summarization Metric PCC SRC
G-Eval Overall -0.51  -0.5
G-Eval Relevance -0.46 -0.45
G-Eval Consistency -0.54 -0.55
G-Eval Coherence -0.27 -0.28
G-Eval Fluency -0.22  -0.13
UniEval Overall -0.15 -0.18
UniEval Relevance -0.11 -0.16
UniEval Consistency -0.07 -0.10
UniEval Coherence -0.12  -0.20
UniEval Fluency 0.01 -0.01
ROUGE-1 F1 score -0.34 -0.36
ROUGE-2 F1 score -0.28 -0.32
ROUGE-L F1 score -0.33  -0.35
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Figure 18: Scatter plot of tcpWER (%) vs. G-Eval Overall scores for all submitted systems
on the NOTSOFAR-1 scenario. Top: all systems; Bottom: top-5 systems by tcpWER.
Each point represents one NOTSOFAR-1 evaluation session.

we found it crucial to include explicit speaker attribution instructions in the
LLM summarization prompt; without these, the produced summaries were
too generic, and no appreciable correlation was observed across all summa-
rization metrics, including G-Eval. We hope that this observation and, more
generally, the summarization evaluation framework adopted in this work can
be a valuable contribution towards improving dialogue summarization eval-
uation, but further research in this direction remains essential.

From a more optimistic perspective, these findings can also be interpreted
in another way. The near-consistent performance across all systems and met-
rics demonstrates that current LLM-based summarization approaches are
remarkably powerful in recovering from transcription errors and generating
accurate summaries. This suggests that some degree of decoupling between
transcription and effective summarization exists, challenging traditional as-
sumptions about the dependency chain in speech processing pipelines. As
such, if the application at hand does not strictly require accurate transcrip-
tion, these findings could also motivate research toward fully end-to-end spo-
ken meeting summarization. An ad-hoc end-to-end approach could perhaps
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even offer more contextually aware summarization capabilities as the raw au-
dio is much richer in content and may offer additional cues that are unavail-
able in transcripts. An example is speech prosody indicating surprise, em-
phasis, or hesitation. This promising research direction has been enabled by
recent advances in multimodal audio and text LLM models (SpeechLMs) (Cui
et al., 2024} |Peng et all [2024) and is already supported by models such as
Gemini, GPT-40, and Llama 3 (Fang et al., [2024). However, practical chal-
lenges remain, particularly regarding reliable long-context modeling to effec-
tively capture extended meeting interactions and keyfacts. These problems
are amplified for SpeechLLMs as the sequence length increases dramatically.
As a consequence, computational demands (and thus cost) also increase sub-
stantially, presenting a critical barrier to widespread adoption of these tech-
nologies in many practical settings.

6. Conclusions

6.1. Summary of challenges outcomes and findings

In this work, we described the motivations, design, and outcomes of
the recent CHiME-7 and CHIME-8 distant automatic speech recognition
(DASR) challenges. The core objective was to promote the development
of joint ASR and diarization transcription systems capable of generalizing
across diverse scenarios by testing their performance on multiple datasets:
CHiME-6, DiPCo, Mixer 6, and NOTSOFAR-1 (with NOTSOFAR-1 added
in the CHiME-8 challenge). These datasets encompass significant variations
in acoustic environments, recording setups, meeting durations, participant
numbers, and linguistic and paralinguistic speaking styles. A total of 9
teams participated in the two challenges, submitting 33 different transcrip-
tion systems. Our analysis of the techniques employed by participants spans
both front-end components (including diarization and speech separation) and
back-end ASR components, revealing several key trends.

First, the transition towards e2e ASR systems, facilitated by the avail-
ability of large-scale pretrained models, represents a significant evolution
from the previous CHiME-6 challenge. Second, guided source separation
(GSS) remains a crucial component in most high-performing systems, as ev-
idenced by submissions across both the CHIME-7/8 DASR and CHiME-8
NOTSOFAR-1 multi-channel track challenges. Few participants attempted
to integrate neural-based speech separation methods, as challenges persist in
reliably handling the complexities of real-world conversational environments.
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Third, cross-comparison of results between CHiME-8 DASR and CHiME-
8 NOTSOFAR-1 challenges revealed that generalizable array-agnostic sys-
tems can achieve comparable or competitive results versus ad-hoc systems
developed for specific narrow scenarios or known microphone array config-
urations. This is a significant finding, as more flexible systems are highly
desirable for real-world applications.

Fourth, with few exceptions, most high-performing systems heavily relied
on diarization refinement via target-speaker voice activity detection (TS-
VAD) techniques. These approaches, together with the availability of large-
scale pre-trained models, were the primary drivers of performance improve-
ment. The improved TS-VAD techniques such as the NSD-MA-MSE model
from USTC-NERCSLIP can be considered a significant outcome of the CHiME-
7 DASR challenge. Finally, accurate speaker counting remains crucial, as
errors propagate catastrophically through the rest of the pipeline. In this
regard, novel methods were developed during the CHIME-8 DASR challenge
by NTT and STCON teams, featuring improved clustering techniques and
overlapped speech handling in the diarization component. However, devel-
oping systems more robust to speaker counting errors remains an important
and practical research direction. As discussed in Section [5.1], such errors have
catastrophic downstream effects in typical pipelined approaches. Few works
have addressed this issue, for example by making TS-VAD robust to such
speaker counting errors (Wang et al., 2024al).

As an additional contribution, we explored the suitability of meeting sum-
marization as a downstream evaluation task for meeting transcription using
NOTSOFAR-1 data. We outlined an evaluation framework where we used
an LLM to generate summaries from system transcriptions while ensuring
and measuring correct speaker attribution. Our results indicate that re-
cent summarization metrics, such as G-Eval, show moderate correlation with
transcription accuracy. However, we also found that contemporary LLMs
demonstrate remarkable ability in handling transcription errors and infer-
ring missing information. This resilience suggests that summarization is not
a suitable proxy evaluation task for applications where precise transcription
accuracy is crucial and, instead, justify the research direction of direct e2e
meeting summarization, when verbatim transcription is not needed.

6.2. Limitations and future research directions

Despite the contributions of the CHiME-7 and CHiME-8 DASR chal-
lenges, there are several limitations that warrant further discussion. These
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limitations provide valuable insights for future research and the design of
more effective evaluation campaigns.

First, the datasets used in the challenges, while diverse, may not fully
capture the complexities of all real-world conversational environments. The
scenarios considered are still limited in scope, and moreover, they only con-
sider the English language. More effort should be done in the future to also
consider the possibility of multilingual meeting transcription that can also be
robust to code switching so that this technology can benefit a larger amount
of people.

Second, most importantly, to truly gauge system generalization, future
benchmarks should consider having at least some fully blind evaluation sce-
narios for which the domain is not known a-priori by the participants. In
the C7-8DASR challenges, all the evaluation scenarios were already known
to the participants and this could have biased the development of submit-
ted systems. On the other hand, in real-world applications, some deployment
conditions/domains are not known a-priori. Future challenges should include
evaluation scenarios that are completely hidden from participants until sub-
mission time to better simulate real-world deployment conditions.

Third, while our downstream evaluation via meeting summarization pro-
vided some valuable insights, several limitations remain. Our speaker align-
ment approach (using tcpWER-based optimal permutation before summary
generation) represents a practical trade-off given computational constraints.
Moreover, developing more robust summarization evaluation metrics that
better capture the nuances of multi-speaker dialogue remains an open chal-
lenge. However, this will require specialized data collection efforts with
human-annotated reference summaries that explicitly ground key facts, de-
cisions, and action items. Finally, while the participants’ submissions show
promise, as e.g. best submissions on CHiME-8 DASR challenge were even
able to surpass Whisper large-v3 applied to oracle diarization and GSS,
most rely on rather impractical ensembling techniques. While some mech-
anisms were introduced in the CHiME-8 DASR challenge to spur research
towards more efficient and practical approaches, the resulting systems are still
far from being practical. For example, among all submissions in both C7-
8DASR challenges, NTTg,,.; is the one that achieved the best compromise
between performance and efficiency, by avoiding ensembling and diarization
refinement techniques. However, as reported by the authors, the RTF was
more than 2, even if this could be brought down by ad-hoc optimizations.
Thus, future evaluation campaigns should also try to devise ways to better
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encourage the practicality of developed techniques.
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