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Time-resolution protocol of quantum sensing aims to measure the fast temporal variation of an ex-

ternal field and demands a high field sensitivity in a short interrogation time τ . Since any operation

that evolves the quantum state takes time and is counted as part of the interrogation, evaluating the

performance of time-resolution protocol requires a complete end-to-end description of the measure-

ment process. In particular, the initial state has to be one of the quantum sensor’s eigenstates in

the absence of external fields, and the final projective measurements must be performed in the same

eigenstate basis. Building upon prior works which proposed limits for time-resolved sensing using

a quantum sensor, we apply optimal control theory to optimize the time-resolution protocol. Our

analysis indicates that there exists a critical interrogation time T ∗: when τ < T ∗ the optimal pro-

tocol is purely bang-bang; when τ > T ∗ the optimal protocol involves a singular control during the

interrogation. In the short-τ regime, which is relevant to high time resolution, we propose a “detune

protocol” that involves only smooth control during the entire interrogation. As the discontinuities of

control pose the main obstacles to experimental realization, we expect the presented detune protocol

to be practically useful. In the long-τ regime, the optimal protocol closely resembles the Ramsey

sequence; protocols based on maximizing Quantum Fisher Information are constructed to highlight

the difference between the theoretically optimal and practically implementable measurements. Ef-

fective use of the time-resolution protocol requires a setup where the unknown time-domain signal

of interest can be identically and repeatedly generated. As a potentially relevant application, we

outline the calibration of baseband flux pulse distortion in the control of superconducting qubits.

I. INTRODUCTION

Quantum sensing generally refers to the technology that explicitly makes use of quantum phenomena to achieve

highly sensitive and precise measurement [1]. Notable examples include employing the squeezed state of light to

enhance the sensitivity of laser interferometers [2–6], using Nitrogen-Vacancy (NV) centers in diamond to measure

signals generated by sub-micron objects [7–10], and utilizing the multi-level interference spectroscopy of Rydberg

atoms to determine the amplitude of microwave and terahertz electromagnetic signals [11–18]. Intrinsic quantum

advantage amounts to identifying and preparing the quantum state that is most sensitive to the field to be measured.

The sensing performance can be quantified by the Quantum Fisher Information (QFI) [19, 20]; given an unbiased

estimator, the inverse of QFI gives the lower bound (Cramér-Rao bound) of the variance of the parameter to be

estimated. QFI, which depends solely on the quantum state and not on the specific measurement observables, is

very valuable in both formal analysis and numerical simulations. From a theoretical point of view, QFI provides

a framework for comparing performances of different states. Given a sensing setup, analysis of QFI identifies its

theoretical bound (known as the Heisenberg limit) and the corresponding best-sensing state (equal superposition of

eigenstates with the largest and smallest eigenvalues) [21, 22]. From a practical perspective, maximizing QFI over the

available control parameters offers a concrete means – or at least a guide – for approaching the quantum limit [23–27].

For realistic implementations, both the initial state and the measurement observable have to be specified to deter-

mine the overall sensing performance; they are especially essential for the time-resolution protocols. The objective of

the time-resolution protocol is to maximize the sensitivity with respect to the to-be-measured field in a short interro-

gation time τ . Because any operation that evolves the quantum state takes time, the description of the time-resolution

protocol should begin with the quantum sensor in one of its eigenstates in the absence of external fields, and end up

with a projective measurement in the same eigenstate basis. In Ref. [28], Herb and Degen propose a time-resolution

protocol based on the Ramsey sequence [29] and the Rotating Wave Approximation (RWA). Their protocol, which
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will be served as the reference for comparison, consists of two sequential pulses of equal duration, one corresponding

to σ̂y and the other to σ̂x in the rotating frame, and has been experimentally demonstrated [30].

In this work, we apply Optimal Control Theory (OCT) to analyze the time-resolution protocol. OCT provides an

efficient way to minimize a user-defined terminal cost subject to the dynamics that contains a time-dependent scalar

control [31–34]. It has emerged as a valuable tool for engineering a wide range of quantum systems [35–38], such as

stabilizing ultracold molecules [39], optimizing the performance in nuclear magnetic resonance measurement [40–42],

cooling of quantum systems [43–45], and enhancing the yield of the target product in a chemical process [46–49].

Apart from the better sensitivity, which is expected as the optimal control gives the best possible performance, the

general behavior of the optimal protocols is qualitatively similar to that of the reference protocols. In the short-τ

regime which is relevant to high time resolution, we propose a detune protocol that only involves the smooth control

field over the entire interrogation and performs comparably to the reference protocol. Given that discontinuities in

the control field pose the primary experimental challenge, we expect the detune protocol to be practically useful. One

bottleneck of meaningfully utilizing the time-resolution protocol is the need to generate the identical, yet unknown

time-domain signal repeatably. We suggest that it can be used to calibrate the pulse distortion in fast flux control

in superconducting qubits [50–52], which is an essential but cumbersome process for calibrating quantum gates, and

is increasingly detrimental as the number of qubits gets larger. We discuss the potential to substantially reduce the

total calibration time by leveraging our protocol to perform sequential measurements of the same distorted pulse.

The rest of the paper is organized as follows. Section II defines the problem of time resolution and provides the

necessary background. Section III presents our main results, including the general behavior from optimal control and

a detailed description of the detune protocol. Section IV discusses practical aspects, including an outline of a realistic

application. Section V provides a brief conclusion.

II. PROBLEM STATEMENT AND OPTIMAL CONTROL

A. Overview and problem statement

In this subsection we formulate the design of the time-resolution protocol for quantum sensing as an optimal control

problem. The quantum sensor is modeled as a two-level system, which can physically correspond to an electron spin,

an atom, or a superconducting qubit; it is described by the Hamiltonian [28]

H =
ω0 + δω

2
σ̂z + u(t)σ̂x. (1)

where ω0 is the natural angular frequency of the quantum sensor, δω is the field which we want to measure, and u(t)

is a scalar field which we can control. We shall take ℏ ≡ 1, ω0 ≡ 1 in our simulations but explicitly keep ω0 in all

expressions; within this convention energy is measured in units of ℏω0 and time ω−1
0 . |0⟩ and |1⟩ are eigenstates of σ̂z

with eigenvalues of 1 and -1 respectively. They are eigenstates without external fields (i.e., δω = u = 0) and will be

referred to as the natural eigenstates of the quantum sensor.

The performance of the time-resolution protocol is quantified by its measurement sensitivity with respect to δω

given an (short) interrogation time τ . Because any operation contributes to the interrogation time, an end-to-end

description of the measurement process is required for performance evaluation. In particular the initial state and

the basis of the final projection measurement have to be the sensor’s natural eigenstates. Without loss of generality

we choose the initial state to be |0⟩ and measure the probability that ends up with the same |0⟩ state; the outcome

probability can be expressed as

p(δω) ≡ |⟨0|U [u; δω]|0⟩|2

≈ |⟨0|U [u]|0⟩|2︸ ︷︷ ︸
≡p0

+(δω)
∂

∂(δω)
|⟨0|U [u]|0⟩|2︸ ︷︷ ︸

≡δp

≈ p0 + η · (δω).

(2)

p0 is the probability with zero field (i.e., δω = 0) and is independent of δω; the linear coefficient of δω, denoted as η,
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is the “measurement sensitivity” [28]:

η =
∂

∂(δω)
|⟨0|U [u]|0⟩|2. (3)

Larger |η| implies a greater capability of detecting a small signal. For the rest of paper we take η = |η| and neglect

its sign. When δω is small, the linear approximation is sufficient and the unbiased estimator of δω is given by

δω =
p− p0
η

. (4)

In terms of optimization, the objective is to find the protocol u(t) that maximizes the amplitude of sensitivity |η| or
η2, given an interrogation time τ and an amplitude constraint umax. We will apply OCT to obtain the optimal protocol

and its corresponding maximum sensitivity. Having identified the best possible performance, we introduce a smooth

but sub-optimal “detune protocol” that addresses experimental feasibility. It is worth pointing out that the ultimate

goal of time-resolution protocol is to reconstruct an unknown δω(t) via p(δω(t)), but to measure p(δω(t)) requires

repeatedly generating an identical yet unknown δω(t). Identifying realistic settings that satisfy these conditions is

also part of the problem, and we shall consider a potentially meaningful application in Section IVB.

B. Reference: resonant YX protocol

The reference protocol, which will be termed as the resonant YX protocol or simply the YX protocol, is the one

proposed by Herb and Degen in Ref. [28]; its control waveform is

uYX(t) =


umax cos(ω0t+

π
2 ) 0 ≤ t ≤ min( τ2 ,

tQSL

2 )

0 min( τ2 ,
tQSL

2 ) ≤ t ≤ max( τ2 , τ −
tQSL

2 )

umax cos(ω0t) max( τ2 , τ −
tQSL

2 ) ≤ t ≤ τ

, (5)

where tQSL = π
umax

is referred to as the quantum speed limit [28, 53–56]. The rationale behind the protocol naming

is as follows: the “resonant” indicates that the applied frequency is identical to the natural frequency; “YX” that

in RWA, cos(ω0t +
π
2 )σ̂x and cos(ω0t)σ̂x respectively lead to σ̂y (Y operation) and σ̂x (X operation) in the rotating

frame. Overall the YX protocol identifies a critical interrogation time tQSL, below which the protocol is composed

of equal-duration Y and X operations, and above which the protocol involves a free evolution between Y and X

operations.

With RWA, the sensitivity of the YX protocol grants an analytical expression

ηYX,RWA(τ) =

{
tQSL

π sin(π2
τ

tQSL
)
(
1− cos(π2

τ
tQSL

)
)

τ < tQSL

tQSL

2

(
τ

tQSL
− (1− 2

π )
)

τ > tQSL

. (6)

Since η has the dimension of time, it is suitable to introduce a dimensionless measure η
τ . When expressed in the

dimensionless time variable τ̃ ≡ τ
tQSL

, ητ is given by

ηYX,RWA

τ
=

{
τ̃−1

π sin(π2 τ̃)
(
1− cos(π2 τ̃)

)
τ̃ < 1

τ̃−1

2

(
τ̃ − (1− 2

π )
)

τ̃ > 1
. (7)

Eq. (7) has no explicit umax dependence and approaches 1
2 as τ̃ → ∞. When comparing performances of different

umax’s, τ ’s, and protocols, it is convenient to plot η
τ as a function of τ

tQSL
; this convention will be adopted in this work

and Eq. (7) will be served as the baseline.

When designing the protocol we assume that δω stays unchanged during the entire (short) interrogation τ , thus

within this setting τ is the minimum time that a time-resolution protocol can resolve. Once the protocol is fixed,

however, a more general expression that includes the fast time variation of δω is given by

δp(δω) =

∫ t+τ/2

t−τ/2
dt′K(t′ − t) · δω(t′). (8)
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Here K is a protocol dependent convolution kernel; for constant δω one recovers η =
∫ τ/2
−τ/2 dtK(t). In Appendix A

(see also Supplementary of Ref. [28]) we provide a simple numerical method to construct the kernel of Eq. (8). Once

K is known, the time resolution shorter than τ is in principle possible [30].

To facilitate the subsequent discussion we explain our subscript naming convention. The sensitivity η can be

evaluated using different protocols and approximations; they are indicated in the subscript by η Protocol, Approximation.

In this work, ’Protocol’ can be one of (i) YX (reference), (ii) D (detune), or (iii) Opt (optimal); ’Approximation’ can

be either (i) RWA or (ii) full calculation (no approximation). We neglect the second subscript for full calculation. For

example, ηD is obtained using the detune protocol and full calculation.

C. Optimal control

In this subsection we summarize the important functions introduced in OCT. Numerous comprehensive reviews

have been reported in the literature [36, 37], and its applications specific to the unitary qubit can be found in Ref. [57].

Here, special attention is devoted to the cost function that involves a derivative of the wave function.

The sensitivity η characterizes the sensing performance and is the most important quantity to evaluate. Its explicit

dependence on the final-time wave function |ψ0(τ)⟩ is given by

η =
∂

∂(δω)

[
⟨0|ψ0(τ)⟩⟨ψ0(τ)|0⟩

]
= ⟨0|ψ1(τ)⟩⟨ψ0(τ)|0⟩+ ⟨0|ψ0(τ)⟩⟨ψ1(τ)|0⟩,

where |ψ1(t)⟩ ≡
∂

∂(δω)
|ψ0(t)⟩.

(9)

Optimizing the time-resolution protocol is equivalent to maximizing |η|. To avoid dealing with sign of η we choose to

maximize η2 or equivalently to minimize the terminal cost function

Cη2 = −1

2
η2 = −1

2

{
∂

∂(δω)

[
⟨0|ψ0(τ)⟩⟨ψ0(τ)|0⟩

]}2

= −1

2

(
⟨0|ψ1(τ)⟩⟨ψ0(τ)|0⟩+ ⟨0|ψ0(τ)⟩⟨ψ1(τ)|0⟩

)2
.

(10)

The optimization problem can now be formally specified:

Find u∗(t) that minimizes Cη2 [u(t)] subject to

(i) dynamics i∂t|ψ0(t)⟩ =
[ω0 + δω

2
σ̂z + u(t)σ̂x

]
|ψ0(t)⟩,

(ii) initial state |ψ(0)⟩ = |0⟩,
(iii) total interrogation time τ ,

(vi) amplitude constraint |u(t)| ≤ umax.

(11)

OCT is a powerful tool for dynamics-constrained optimization. Given the dynamics and the cost to minimize, it

introduces the adjoint variables |π(t)⟩, the control-HamiltonianHoc(t), and the switching function Φ(t) [defined shortly

in Eqs. (12)] that are computationally accessible and accurately characterize the system response to some external or

model variables. One non-trivial complication from the cost Cη2 is its dependence on |ψ1(τ)⟩ = ∂
∂(δω) |ψ0(τ)⟩. To cope

with this additional dependence we augment the system by regarding |ψ0⟩ and |ψ1⟩ as independent variables; more

details can be found in Ref. [26, 58].

Denote the variables in augmented dynamics as |ψ⟩ =
[
|ψ0⟩
|ψ1⟩

]
and its adjoint variables as |π⟩ =

[
|π0⟩
|π1⟩

]
, the OCT
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for a general terminal cost C(|ψ0(τ)⟩, |ψ1(τ)⟩) is summarized as follows.

Hoc(t) = Im

{[
⟨π0| ⟨π1|

] [H0 0
σ̂z

2 H0

] [
|ψ0⟩
|ψ1⟩

]}
∼ ∂C
∂τ
, (12a)

Φ(t) = Im

{[
⟨π0| ⟨π1|

] [σ̂x 0

0 σ̂x

] [
|ψ0⟩
|ψ1⟩

]}
=

1

dt

δC
δu(t)

, (12b)

∂t

[
|ψ0⟩
|ψ1⟩

]
= −i

[
H0 0
σ̂z

2 H0

] [
|ψ0⟩
|ψ1⟩

]
with

[
|ψ0(0)⟩
|ψ1(0)⟩

]
=

[
|0⟩
0

]
, (12c)

∂t

[
|π0⟩
|π1⟩

]
= −i

[
H0

σ̂z

2

0 H0

] [
|π0⟩
|π1⟩

]
with

[
|π0(τ)⟩
|π1(τ)⟩

]
= 2

[
∂C

∂⟨ψ0(τ)|
∂C

∂⟨ψ1(τ)|

]
, (12d)

where H0 = H(δω = 0) = ω0

2 σ̂z + u(t)σ̂x. Terminal cost determines the final-time condition of the adjoint variables

|π⟩. Two terminal costs will be considered. To maximize the sensitivity we choose C = Cη2 so that[
|π0(τ)⟩
|π1(τ)⟩

]
= 2

[ ∂Cη2

∂⟨ψ0(τ)|
∂Cη2

∂⟨ψ1(τ)|

]
= −4Re

[
⟨0|ψ0(T )⟩⟨ψ1(T )|0⟩

] [|0⟩⟨0|ψ1(τ)⟩
|0⟩⟨0|ψ0(τ)⟩

]
. (13)

We also consider maximizing QFI [26] where the terminal cost is negative QFI:

CQFI = −QFI = −4
[
⟨ψ1(τ)|ψ1(τ)⟩ − |⟨ψ0(τ)|ψ1(τ)⟩|2

]
,[

|π0(τ)⟩
|π1(τ)⟩

]
= 2

[
∂CQFI

∂⟨ψ0(τ)|
∂CQFI

∂⟨ψ1(τ)| ⟩

]
= 8

[
|ψ1(τ)⟩⟨ψ1(τ)|ψ0(τ)⟩,

−|ψ1(τ)⟩+ |ψ0(τ)⟩⟨ψ0(τ)|ψ1(τ)⟩

]
.

(14)

In Section IIID we present the results from protocols that maximizes QFI.

Eqs. (12) plus Eq. (13) [or Eq. (14)] completely determine quantities introduced by OCT. They are used to express

two general optimality conditions [59]. First, the optimal control is

u∗(t) =

{
−umaxSgn[Φ] if Φ ̸= 0, bang (B) control

using(t) if Φ = 0, singular (S) control
, (15)

where Sgn denotes the sign function. The values of singular control using need to be determined numerically, but

OCT provides the following expression [see Appendix B for the derivation]

using(t) =
ω0

2

Im[⟨π|
[
0 0

σ̂x 0

]
|ψ⟩]

Im[⟨π|
[
ω0

2 σ̂z 0
1
2 σ̂z

ω0

2 σ̂z

]
|ψ⟩]

, (16)

which is very valuable for numerics. Second, for an optimal solution, Hoc(t) is a constant over the entire evolution

and its value is proportional to the derivative of the terminal cost function with respect to the interrogation time τ .

For both Cη2 and CQFI, the resulting Hoc’s are always negative as increasing τ always increases η2(τ) and QFI(τ).

We emphasize that although the physical system considered here is equivalent to a qubit with unitary dynamics

[i.e., Eq. (1)], the augmented dynamics specified in Eq. (12c) is neither planar (i.e., two real-valued variables) nor

unitary. For these reasons certain properties specific to the unitary qubit given in Ref. [57] do not hold anymore.

Particularly we point out that the BB control does not have identical bang duration and the singular control does not

require using = 0.

D. Practical use of OCT functions

We conclude this section by highlighting the usefulness of OCT. The most practically useful quantity is undoubtedly

the switching function Φ. By sequentially solving the dynamics twice, one forward in time for |ψ⟩ and one backward

|π⟩, one is able to obtain the gradient of C with respect to all u(ti) [60]. Three applications used in the work are
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highlighted. First Φ is primarily used to construct a numerical u∗(t) by some gradient-based (or quasi-Newton)

algorithm that involves

u(n+1)(t) → u(n)(t)− updating rate× Φ. (17)

For the free-form parametrization one divides τ into Nt intervals and assumes a piecewise constant waveform. In

our simulations Nt ranges from 100 to 2000 (depending on τ); we ensure that the result has a negligible change

upon increasing Nt’s and that Nt is sufficiently large so that all optimality conditions are numerically satisfied [26].

Empirically we find that when u∗(t) contains both B and S controls, the convergence of S control is slow due to its

vanishing gradient. In this case we can compute Eq. (16) at nth iteration, and replace the non-bang controls by the

singular values:

u(n+1)(t) → using,(n)(t) for |u(n)(t)| < umax. (18)

Including Eq. (18) greatly accelerates the convergence.

Second, quite often the feasible control waveform is constrained by the hardware and is conveniently parametrized

by u(t; α⃗); the objective in this case reduces to optimizing the performance within the parametrized control space.

The gradient ∂C
∂α⃗ can be computed by

∂C
∂α⃗

=
∑
t

∂C
∂u(t)

∂u(t; α⃗)

∂α⃗
=

∑
t

dtΦ(t)
∂u(t; α⃗)

∂α⃗
=

∫ τ

0

dtΦ(t)
∂u(t; α⃗)

∂α⃗
. (19)

One then uses some gradient-based algorithm to find the solution. Eq. (19) will be used to construct the best detune

protocol [see Section III C].

Third, Φ can be used to estimate the deviation in performance caused by the imperfect control. For this application,

one computes Φref(t) using the reference control uref(t). If the applied control uapp(t) is different from the reference

control, the resulting change in cost can be estimated by

C[u(t)]− C[uref(t)] =
∑
i

∂C
∂ui

[uapp(ti)− uref(ti)] =

∫ τ

0

dtΦref(t)[uapp(t)− uref(t)]. (20)

Eq. (20) can be used to estimate the performance reduction due to non-ideal switching times in BB protocol. It will

be used to estimate the effect of smoothness (or uncertainty of exact switching times in BB protocols) in Section IVA.

Two practical utilizations of control-Hamiltonian Hoc(t) ∼ ∂C
∂τ are outlined. First, the deviation from a constant

Hoc(t) can be used to quantify the solution quality [26]. Second, in a damped quantum system Hoc = 0 offers a

rigorous criterion for defining the optimal operation time for a quantum task [27].

III. OPTIMAL PROTOCOL AND REALISTIC PROTOCOL

A. Overview and general behavior

This section contains our main results which include the performance of the optimal protocol and the detune

protocol: the former represents the best sensitivity the system can possibly achieve; the latter is a smooth protocol

with performance comparable to that of the reference YX protocol.

The overall behavior of optimal protocols is illustrated in Fig. 1(a) where the optimal ητ for umax =0.1, 0.2, 0.5 and

the reference YX protocol [using RWA, see Eq. (7)] are plotted. It is seen that the metrological gain of optimal control

is more significant for the short interrogation time. Similar to the YX protocol, the optimal protocol introduces a

critical interrogation time T ∗. When τ < T ∗ the optimal protocol is exclusively BB; when τ > T ∗ the optimal protocol

involves a singular control in the middle, resembling the free evolution in the Ramsey protocol. Two representative

control waveforms are illustrated in Fig. 1(b) and (c) where the optimal protocols for τ = 0.6 tQSL and 1.2 tQSL are

plotted. The optimality conditions are numerically verified in both cases. For the rest of this section, we provide

more detailed analysis for both short (τ < T ∗) and long (τ > T ∗) interrogation times.
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  (a) (b)(a) (c)

FIG. 1: ηopt/τ for umax = 0.1, 0.2, 0.5. The reference YX protocol using RWA is provided as the reference. The metrological

gain of optimal protocol is more significant for short interrogation time, which is the regime relevant to high time resolution.

The critical interrogation time T ∗ depends on umax and is about 0.8 tQSL (tQSL = π
umax

) for umax < 0.2 (blue area). (b) For

umax = 0.2, τ = 0.6 tQSL, the optimal control is of BB. Optimality conditions are verified. (c) For umax = 0.2, τ = 1.2 tQSL,

the optimal control includes a singular portion in the middle. Optimality conditions – Eq. (15) for B control, Eq. (16) for S

control, and a constant Hoc(t) – are numerically verified.

B. Short interrogation time τ < T ∗ I: detune protocol in RWA

One practical challenge in implementing the reference YX protocol is its discontinuity at the midpoint of the

interrogation. In this subsection we present a smooth detune protocol and show that within RWA it can achieve

performance comparable to that of the YX protocol. The detune protocol is given by

uD,RWA(t) = umax cos(ωt+ θ), 0 ≤ t ≤ τ. (21)

The “detune” refers to the fact that the driving frequency ω/(2π) is different from the natural frequency ω0/(2π); its

value will be determined by maximizing the sensitivity η.

Applying the transformation |ψ̃0⟩ = e−i
σ̂z
2 ωt|ψ0⟩ and neglecting the high-frequency terms, the resulting Schrödinger

equation in the rotating frame is i∂t|ψ̃0⟩ = HRWA|ψ̃0⟩ where the time-independent HRWA is

HRWA =
δω −∆ω

2
σ̂z +

umax

2

(
σ̂x cos θ + σ̂y sin θ

)
≡ Ω̃

2

[
∆

Ω̃
σ̂z +

umax

Ω̃

(
σ̂x cos θ + σ̂y sin θ

)]
.

(22)

In Eq. (22) ∆ ≡ δω −∆ω = δω − (ω − ω0) and Ω̃2 = u2max +∆2; ∆ω = ω − ω0 is the detune of the applied angular

frequency. The evolution in the rotating frame and its first diagonal component are

e−iHRWAτ = cos(
Ω̃τ

2
) ê2×2 − i sin(

Ω̃τ

2
)

[
∆

Ω̃
σ̂z +

umax

Ω̃

(
σ̂x cos θ + σ̂y sin θ

)]
⇒
∣∣⟨0|e−iHRWAτ |0⟩

∣∣2 = cos2(
Ω̃τ

2
) + sin2(

Ω̃τ

2
) · ∆2

u2max +∆2
.

(23)

Eq. (23) shows that the phase θ is irrelevant as neither σ̂x nor σ̂y has diagonal components; this is not the case when

using full calculation (next subsection). It is worth noting that
∣∣⟨0|e−iHRWAτ |0⟩

∣∣2 =
∣∣⟨1|e−iHRWAτ |1⟩

∣∣2, indicating the

same protocol can apply to either natural eigenstate.

The sensitivity of the detune protocol in RWA, denoted as ηD,RWA, is given by

ηD,RWA(∆ω) =

[
∂

∂(δω)

∣∣⟨0|e−iHRWAτ |0⟩
∣∣2]

δω=0

= (∆ω)
u2max

Ω̄4
×
[
Ω̄τ

2
sin(Ω̄τ) + cos(Ω̄τ)− 1

]
,

(24)
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  (a) (b)

FIG. 2: Detune protocol within RWA. (a) The difference of detune values between directly optimizing Eq. (24) and the

approximation of (26). (b) The resulting η/τ for umax = 0.05 and 0.2. The difference between YX and detune protocols (RWA)

is very small. The difference between detune protocols using RWA and the full calculation increases [using the approximate

detune of (26)] as umax increases.

with Ω̄2 = u2max + (∆ω)2. ηD,RWA being an odd function in ∆ω indicates that a minimum at ηD,RWA(∆ω) guarantees

a maximum at ηD,RWA(−∆ω) with the same amplitude |ηD,RWA(∆ω)| = |ηD,RWA(−∆ω)|. One bears in mind that

the RWA more accurately describes the blue-detuned regime (∆ω > 0) as the neglect of high-frequency components

is better justified. Introducing the dimensionless parameter x ≡ Ω̄τ =
√
(umaxτ)2 + (∆ω · τ)2 ≥ umaxτ , Eq. (24)

becomes ∣∣ηD,RWA(x)
∣∣

τ
= (umaxτ)

2
√
x2 − (umaxτ)2 F (x) where

F (x) =
1

x4

[
1− x

2
sin(x)− cos(x)

]
.

(25)

F (x) is smooth at x = 0+ and positive for 0 < x < 2π. The largest interrogation time we consider is tQSL. The

optimal detune protocol within RWA is to find x and thus ∆ω that maximizes |ηD,RWA|; the optimized detune value

depends on both umax and τ . This can be done numerically and in the following we provide an analytical but accurate

expression.

As a first-order approximation we assume the argmax ηD,RWA(x) ≫ umaxτ so that
√
x2 − (umaxτ)2 ≈ x. We can

approximately maximize η0(x) = xF (x) and find argmaxxη0(x) = D0 = 2.606. With the same order of approximation,

D0 = ∆ωτ and thus ∆ω ≈ D0

τ . This expression turns out to be good over for the entire 0 < τ
tQSL

≤ 1. We numerically

identify a small correction to this expression and the approximate detune is found to be

∆ωappr(umax, τ) ≈
D0

τ
− 0.02 · u2maxτ (26)

The weak dependence on the umax reflects the nature of RWA. The validity of Eq. (26) is examined by comparing

∆ωappr with the optimal detune ∆ωopt obtained by directly maximizing Eq. (24). Fig. 2(a) shows the difference

between ∆ωappr and ∆ωopt is indeed small; Fig. 2(b) shows the resulting sensitivities are very close to those of YX

protocols. To quantify the error caused by RWA we also compute the detune protocol using the full calculation. The

discrepancy between RWA and full calculation becomes more significant upon increasing umax; for
umax

ω0
< 0.2, their

difference is smaller than 15% when τ > 0.5 tQSL.

To provide some intuition, in Fig. 3 we visualize how the detune protocol enhances sensitivity by comparing

trajectories of two detune protocols on the Bloch sphere where the sensor state in rotating frame is parametrized by

|ψ̃0⟩ =
[
cos θ2 , sin

θ
2e
iϕ
]T

. Within RWA, the detune protocol has a time-independent Hamiltonian and each trajectory

is associated with a rotating axis of the Bloch sphere. Using Eq. (22), given a detune ∆ω and a to-be-measured field

δω, the rotating axis is pointing along (0, umax, δω − ∆ω). The square of projection cos2( θ2 ) at the terminal point

of the trajectory is the measurement signal. As a concrete example we consider umax = 0.2 and τ =
tQSL

2 . For the



9
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x

z

y

z

xx
y

FIG. 3: Detune protocol in RWA and rotating frame. Trajectories on the Bloch sphere (a) and in ϕ-cos2(θ/2) plane (b). In

both (a) and (b), the solid blue trajectory corresponds to the no-detune ∆ω = 0 and zero-field δω = 0 case; dashed blue

to no-detune ∆ω = 0 and finite-field δω = 0.1; solid red to optimal-detune ∆ω = 0.326 and zero-field δω = 0; dashed red

optimal-detune ∆ω = 0.326 and finite-field δω = 0.1. Within RWA, the detune protocol has a time-independent Hamiltonian

and each trajectory corresponds to a rotating axis of the Bloch sphere. Bottom of (a) gives the rotating axes of four trajectories.

The cos2(θ/2) is the measurement signal, and the difference at the end of interrogation with and without field quantifies the

sensing performance. (b) In ϕ-cos2(θ/2) plane, the optimal detune (red) leads to a larger difference compared to the case of no

detune (blue). The trajectories are computed using umax = 0.2, τ = 0.5 tQSL = 2.5π.

zero detune ∆ω = 0, the terminal points of two trajectories with δω = 0 and 0.1 [blue curves in Fig. 3(a)] are both

very close to the equator of Bloch sphere. Their projections on |0⟩ are close [blue curves of Fig. 3(b)], indicating a

low sensitivity for the field strength of δω = 0.1. When using the optimal detune where ∆ω ∼ 0.326, the terminal

point of δω = 0.1 trajectory is close to equator [dash red curve in Fig. 3(a)] but that of δω = 0 trajectory is not [solid

red curve in Fig. 3(a)]. Their projections on |0⟩ are more distinct [red curves of Fig. 3(b)], indicating an enhanced

sensitivity for the field strength of δω = 0.1.

C. Short interrogation time τ < T ∗ II: full calculation

We now use full calculation to obtain the best detune and optimal protocols in the τ < tQSL regime. With the full

calculation, we re-parametrize the detune protocol [completely equivalent to Eq. (21)] as

uD(t;ω, a) = umax sin
(
ω(t− τ

2
) + aπ

)
⇒

{
∂u(t)
∂ω = −umax sin

(
ω(t− τ

2 ) + aπ
)
· (t− τ

2 )
∂u(t)
∂a = −umax sin

(
ω(t− τ

2 ) + aπ
)
· π

.
(27)

The applied frequency ω and a phase shift aπ are two tuning parameters. The gradients
∂Cη2

∂ω ,
∂Cη2

∂a are computed

using Eq. (19) and the second line of Eq. (27). The optimized (ω, a) for umax = 0.1, 0.2 are shown in Fig. 4(b), (e).

We stress again that the detune protocol has the identical performance for blue and red detunes in RWA; this is not

true anymore in full calculation. Fig. 4(a), (d) show the sensitivity in η
τ obtained from the optimal, YX, and detune

protocols using the full calculation. Certainly the optimal protocol has the largest |η|; the optimized detune protocol

performs slightly better than the reference YX protocol. In terms of control waveform, the optimal protocol is BB

which has a few discontinuities; the YX protocol has one discontinuity at the midpoint t = τ
2 ; the detune protocol is

smooth during the entire interrogation [see Fig. 4(c), (f)].
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(a) (b)

(d) (e)

(c)

(f)

t/tQSL

t/tQSL

FIG. 4: η/τ obtained from the optimal, YX, and detune protocols as a function of τ (τ ∈ [0, tQSL]) for umax = 0.1 (a) and

0.2 (d) using full calculation. The optimized detune parameters are given in (b) and (e). Notice that the a is either 0 or 0.5.

The corresponding optimal, YX, and detune protocol for τ = 0.6 tQSL are provided in (c) and (e). The main advantage of the

detune protocol is its smoothness over the entire interrogation time.

D. Long interrogation time τ > T ∗

For completeness we consider the τ > T ∗ regime which is less relevant to high time resolution. In this regime the

behavior is qualitatively similar to the celebrated Ramsey protocol [29]. In Fig. 5 we show the results for umax = 0.1,

0.5 with the interrogation time τ = 1.2 tQSL.

The optimal control can be divided into three stages. In the first stage the optimal control brings the quantum

sensor to the equal-superposition of two natural eigenstates (equator on the Bloch sphere) using BB waveform in

a very short time; this corresponds to the first π
2 pulse in Ramsey protocol and is demonstrated by the reduction

of ⟨σz⟩(t) from 1 to (near) 0 shown in Fig. 5(a), (c). The second stage is an S control which corresponds to the

free evolution in the Ramsey protocol. One notes that in the optimal protocol the S control is not necessarily zero;

particularly it can be significantly different from zero for large umax as shown in Fig. 5(c). The final stage is again

a BB control that maximizes the projection difference with and without δω. Overall for small umax

ω0
, the optimal

protocol does behave like the Ramsey protocol; the main difference is that the initial and final π2 pulses in the Ramsey

sequence are replaced by the faster BB protocols [57].

We also compute the QFI [defined in Eq. (14)] that quantifies the sensing performance without specifying the

measurement (i.e., with best possible measurement) and has an maximum value of t2 for a two-level system [21, 25].

We find that QFI/t2 does not monotonically increase but slightly decreases in the final stage. For comparison, the

protocols based on optimizing QFI are given in Fig. 5(b), (d) [26]. The QFI-optimized control brings the quantum

sensor to the equator of the Bloch sphere and stops, as the state at the equator is indeed most sensitive to δω σ̂z;

the resulting QFI/t2 keeps on increasing during the entire interrogation [dashed curves in Fig. 5(b), (d)]. However

maximizing the QFI does not take the measurement into account, and in this case, it actually leads to zero sensitivity.

This illustrates that QFI alone may not be sufficient to faithfully characterize the sensing performance under realistic

conditions.
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(a) (b)

(c) (d)

t/tQSL t/tQSL

t/tQSL t/tQSL

FIG. 5: Optimal controls that minimize Cη2 and CQFI for umax = 0.1 (a), (b) and umax = 0.5 (c), (d). The corresponding

QFI/t2 and ⟨σ̂z⟩(t) are also present. The interrogation time is τ
tQSL

= 1.2. The optimal control involves a singular arc in

the middle, corresponding to the free evolution in the Ramsey protocol. According to ⟨σ̂z⟩, both η-optimal and QFI-optimal

controls bring the quantum sensor to the equator of the Bloch sphere (i.e., ⟨σz⟩ = 0) as soon as possible. To maximize QFI,

the sensor stays on the equator. To maximize η, the optimal control induces some oscillation around the equator in the last

stage of the interrogation.

IV. PRACTICAL CONSIDERATION

A. Smoothness and deviation from optimal performance

In this section, we address two practical issues related to short-τ time-resolution protocols. The short-τ optimal pro-

tocol is purely BB which contains discontinuities at switching times, and one can smooth the protocol by introducing

a running cost that imposes smoothness. The degree of smoothness can be quantified by [57]

Csmooth[u(t)] =
1

2

∫ τ

0

dt u̇2(t)

⇒δCsmooth

δu(t)
= −dt ü.

(28)

The Neumann boundary condition u̇(0) = u̇(τ) = 0 is used to determine ü at two end points. To promote smoothness,

the protocol is obtained by minimizing the total cost defined as

Ctot = Cη2 +WsmoothCsmooth, (29)

where the weightWsmooth indicates the relative importance of smoothness. The resulting controls forWsmooth = 0, 2, 10

are shown in Fig. 6(a). Compared to the optimal BB protocol, imposing smoothness apparently smoothens the abrupt

BB waveform, but the switching times (defined by u(t) = 0) are almost unchanged.
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FIG. 6: Imposing smoothness and estimation of performance reduction. umax = 0.1 is used in the calculation. (a) Optimal

controls by minimizing Eq. (29) using W = 0, 2, 10. The switching function Φ is computed at Wsmooth = 0. (b) The reduction

of η2 due to imposing smoothness, i.e., controls are obtained by minimizing Ctot with Wsmooth from 0 to 10. The difference

between the direct evaluation and the first order approximation [last line of Eq. (30)] is within 10%.

The performance reduction resulting from smoothness can be estimated using Eq. (20); in this case,

∆Cη2 ≡ Cη2 [usmooth(t)]− Cη2 [u∗(t)]

≈
∫

dtΦ(t)[usmooth(t)− u∗(t)]
(30)

We have computed the reduction by directly evaluating Cη2 using two controls (first line of Eq. (30)) and by integrating

over the product of switching function and the control difference [last line of Eq. (30)]. Their difference for Wsmooth ∈
[0, 10] is shown in Fig. 6(b) and a very good agreement (< 10% difference) is seen. To obtain the reduction in

sensitivity η, one uses ∆Cη2 = D
[
− η2

2

]
= −|η|(∆η) to get ∆η = −∆Cη2

|η| .

B. Application to superconducting qubit

As stated at the end of Section IIA, employing the time-resolution protocol requires a system capable of repeatedly

generating the identical, yet unknown time-domain signal to be measured. Generating identical time-domain signals

implies the ability of preparing the system of interest in exactly the same (but not necessarily known) initial state,

which is the primary factor limiting its practical application. For example if the goal is to measure the magnetic domain

wall propagation using the time-resolution protocol [30], one in principle needs to repeatedly prepare the system with a

magnetic domain structure with nanometer-scale precision, which can be challenging. With the hardware constraints

in mind, in the following we outline a potentially impactful application.

In the context of superconducting qubits, baseband flux pulses are widely used to implement quantum gates such

as the physical Z gate, the iSWAP gate, and the controlled-phase (CPHASE) gate [62–73]. A long-standing challenge

in these flux-based control schemes is pulse distortion – the deviation between the intended flux waveform and the

actual waveform experienced by the qubit, arising from issues such as filtering effects and impedance mismatches in

the control lines. To address this, we propose using the time-resolution protocol (preferably the detune variant) to

characterize and compensate for these distortions. The procedure is illustrated in Fig. 7. In the example shown,

the desired waveform is a known step pulse (blue, dashed curve), while the actual waveform experienced by the

qubit is an unknown, distorted pulse (orange, solid curve). Good distortion calibration necessitates an accurate

reconstruction of the distorted waveform. We apply the short-τ time-resolution protocol centered at a series of

times t following the onset of the reference waveform, repeating each measurement many times to build sufficient

statistics. Moreover since the commonly used dispersive readout of superconducting qubits belongs to the Quantum

nondemolition (QND) measurement [74–76], i.e., the qubit remains in one of natural eigenstates following each short-τ



13

  

FIG. 7: Potential application in calibrating the Z pulse distortion in superconducting qubits. The distortion can have time

constants ranging from tens of nanoseconds to microseconds [50, 51, 61]. The desired waveform is a step pulse (known)

shown in blue and the actual waveform experienced by the qubit is a distorted pulse (unknown) shown in orange. Both

are shown in arbitrary unit. To calibrate the distortion, we first need to reconstruct the distorted waveform. We apply the

short-τ time-resolution protocol centered at a series of times t following the onset of the reference waveform, repeating each

measurement many times to build sufficient statistics. For umax = 0.4 GHz, the time resolution can be made smaller than

τ ∼ tQSL = π
umax

= 8 ns. In the plot τ ∼ 20 ns is used.

measurement, we can sequentially probe the same distorted waveform at different values of t, assuming the protocol

does not significantly alter the profile of the distorted pulse. A complete calibration procedure using sequential

measurements could substantially reduce the time required to collect sufficient data, thereby accelerating the overall

calibration process.

To ensure clarity, the following three identifications are made for this application: the system of interest is the room-

temperature-to-cryogenic electronics; the identical, unknown time-domain signal is the flux waveform on the cryogenic

side generated by well controlled room-temperature electronics; the superconducting qubit, eventually controlled by

the room-temperature electronics, functions as the sensor. Regardless of the sensor type (e.g., atoms, NV centers in

diamond, ... etc), the time-resolution protocol appears suitable for calibrating known or distorted fields generated by

the electronic devices, as the well-designed electronics can reliably produce identical signals. The justification for its

use depends on the task at hand and the properties of the quantum sensor. For example the smallness of a quantum

sensor enables detection at a precisely defined position, which is not easy or even possible for any other sensors. In

this regard, using a qubit as a sensor to calibrate its own time-dependent control field is a natural fit, as it is inherently

positioned in the optimal location.

V. CONCLUSION

We apply OCT to analyze the optimal performance of time resolution in quantum sensing. The performance of time

resolution is quantified by the sensitivity with respect to the external field to be measured in a short interrogation

time τ . For this task, an end-to-end description of the sensor state over the entire measurement process is essential

as any operation contributes to the interrogation time. In particular, the initial state and the basis of projection

measurement have to be in the natural eigenstates of the quantum sensor. One theoretical/numerical complication

arising from time resolution when applying OCT is that the terminal cost involves the derivative of the quantum

state, and we cope with this additional dependence by augmenting the dynamics. This procedure not only facilitates

the numerics but keeps the control system time-invariant and control-affine so that the optimality conditions from

OCT remains valid.

Similar to the reference YX protocol proposed in Ref. [28], the behavior of optimal protocols exhibits a critical

interrogation time T ∗: when τ < T ∗ the optimal protocol is purely bang-bang; when τ > T ∗ the optimal protocol

involves a singular control the interrogation. The latter corresponds to the free evolution in the Ramsey protocol.

Given the same amplitude constraint umax, the optimal control achieves a higher sensitivity over the reference protocol.
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The metrological gain is more substantial in the regime of short interrogation time, the regime relevant to high time

resolution.

Despite the metrological gain in the short-τ regime, the bang-bang waveform of the optimal control contains several

discontinuities, making it experimentally challenging to implement. The reference YX protocol is smoother but still

carries one discontinuity at the midpoint of the interrogation. To address this issue, we propose a “detune protocol”

that is smooth during the entire interrogation with performance comparable to (slightly better than) that of the

reference YX protocol. An analytical approximation within RWA is derived, and physical intuition is developed based

on Bloch sphere trajectories. We expect the detune protocol to be practically useful for the short-τ time-resolution

protocol. In the long-τ regime, we evaluate QFI and construct the QFI-maximized protocols to illustrate the difference

between theoretically optimal measurements (as indicated by QFI) and those that are practically realizable.

To meaningfully utilize the time-resolution protocol requires a setting in which the identical, yet unknown, time-

domain signal can be generated repeatedly. As a potentially promising application, we propose using the time-

resolution protocol to calibrate the waveform distortion between the intended flux waveform and the actual waveform

experienced by a superconducting qubit. In this context, the superconducting qubit functions as a sensor. The

advantages specific to this application, notably the QND-enabled sequential measurements, are discussed. We hope

and expect that the proposed protocol will be useful for calibrating a qubit’s control field.
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Appendix A: Kernel function construction

  

FIG. 8: RWA evaluated kernel functions [Eq. (8)] for YX and detune protocols. umax = 0.5 and τ = 0.5tQSL are used; the

detune value is ∼ 0.813 using Eq. (26). Numerical kernel function is constructed by applying a series of δω(t′) = δ(t′ − t̄) with

200 t̄’s. For the YX protocol it matches well with the analytical expression [Eq. (A1)]. The kernel for the detune protocol is

smoother. The integrated areas of both protocols are comparable because they have similar sensitivity values.

In this Appendix we provide a straightforward way to construct the kernel K in Eq. (8). Without loss of generality

we take t = 0 to simplify the notation. K(t′) vanishes when |t′| > τ
2 because during these periods the quanutm sensor

is in one of natural eigenstates (i.e., eigenstates of σ̂z) that does not respond to δω σ̂z. When δω(t′) = δω is a constant

over |t′| < τ
2 , the integrated area

∫
dt′K(t′) = η .
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The analytical expression for kernel function is not easy to derive if exists, but can be numerically constructed.

The most straightforward way is to apply a sequence of δω(t′) = δ(t′− t̄) for t̄ ∈ [− τ
2 ,+

τ
2 ], and at each t̄ the resulting

δp(0) = K(t̄). We test this method by constructing K of the YX protocol using RWA, and the profile agrees very

well with the analytical expression

K(t′) =
Θ( τ2 − |t′|)

2
sin(

umaxτ

2
) · sin

(
umax(

τ

2
− |t′|)

)
(A1)

given in Ref. [28]. Results for τ = 0.5 tQSL for YX and detune protocols using RWA are given in Fig. 8. It is seen

that the kernel of the detune protocol is smoother. The integrated areas of both protocols are comparable, indicating

they have similar sensitivity values.

Appendix B: Second-order condition for singular control

Singular control using(t) given in Eq. (16) is determined by requiring Φ(t) = Φ̇ = Φ̈ = 0. In the following equations

we only take the real part on the right-hand side:

Φ̇ = (−i)2⟨π|
[ [σx 0

0 σx

]
,

[
ω0

2 σz 0
1
2σz

ω0

2 σz

] ]
|ψ⟩ = +2i⟨π|

[
ω0

2 σy 0
1
2σy

ω0

2 σy

]
|ψ⟩

Φ̈ = 4i

(
ω2
0

4
Φ(t) +

ω0

2
⟨π|

[
0 0

σx 0

]
|ψ⟩ − using(t)(t)⟨π|

[
ω0

2 σz 0
1
2σz

ω0

2 σz

]
|ψ⟩

)
= 0.

(B1)

Using Re[−iA] = Im[A] leads to Eq. (16).
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