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Abstract— This paper introduces the Proactive Assistance
through action-Completion Estimation (PACE) framework, de-
signed to enhance human-robot collaboration through real-time
monitoring of human progress. PACE incorporates a novel
method that combines Dynamic Time Warping (DTW) with
correlation analysis to track human task progression from
hand movements. PACE trains a reinforcement learning policy
from limited demonstrations to generate a proactive assistance
policy that synchronizes robotic actions with human activities,
minimizing idle time and enhancing collaboration efficiency.
We validate the framework through user studies involving 12
participants, showing significant improvements in interaction
fluency, reduced waiting times, and positive user feedback
compared to traditional methods.

I. INTRODUCTION

Recent advancements in robotics and artificial intelligence
have significantly increased the use of robots alongside
humans in industrial settings [1]. In particular, assembly
tasks provide an ideal scenario for human-robot collaboration
(HRC) applications, exploiting robot precision and speed to
complement dexterity and adaptability of human workers.
This multi-agent collaboration can lead to enhanced produc-
tivity and improved work quality for humans by allowing
robots to take over the most repetitive and physically de-
manding tasks [2].

However, effective human-robot collaboration requires
careful task planning and assignment, which is challenging
due to the inherent variability in human performance. For
instance, different operators may require varying amounts of
time to complete the same task, even when following a pre-
defined sequence of actions. Mutual understanding between
humans and robots is essential for successful collaboration,
and timing plays a critical role in shaping these interactions.
In particular, humans are highly sensitive to the timing
and smoothness of interactions, making time synchronization
crucial for sharing resources and physical space [3].

Our work focuses on enabling the robot to proactively
support the human operator, aiming to minimize idle times
and reduce human effort. To achieve this, two primary
challenges must be addressed: (i) accurately perceiving and
predicting human actions and their temporal progression, and
(ii) planning the robot’s actions in such a way that assistance
is synchronized with the human’s needs.
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Fig. 1. Collaborative assembly process of an IKEA wooden chair. The
robot provides timely assistance to the human operator, helping to move
large/heavy parts or passing tools when needed.

To tackle these challenges, we first estimate human action
completion percentage by employing a real-time adaptation
of the Dynamic Time Warping (DTW) algorithm, specifically
designed to track and accommodate variations in human hand
movements. Then, we utilize data collected from demon-
strations to train an optimal policy through reinforcement
learning (RL), aiming to minimize idle times for both human
and robot.

Our work offers the following key contributions:
• We present OS-DTWWP, a novel open-ended DTW al-

gorithm for real-time human action completion estima-
tion, incorporating a Windowed-Pearson (WP) distance.

• We introduce the Proactive Assistance through action-
Completion Estimation (PACE) framework, which trains
an RL agent that proactively assists a human operator by
monitoring their progress with OS-DTWWP, minimizing
waiting times and ensuring seamless human-robot syn-
chronization.

• We validate the PACE framework with real-world ex-
periments involving a chair assembly task with hu-
man participants. Our results demonstrate significant
improvements in collaborative efficiency, supported by
both quantitative metrics and subjective evaluations.

• We show that OS-DTWWP outperforms existing DTW-
based methods on real experimental data.

II. RELATED WORKS

Human-robot collaboration in assembly processes has tra-
ditionally relied on predefined plans to ensure predictability
and safety. While this structured approach provides a clear
framework for task execution, it often lacks the flexibility
needed to adapt to the variable nature of human actions.



A significant body of research bypasses this limitation by
focusing on task assignment, where specific tasks are allo-
cated to either humans or robots to optimize collaboration ef-
ficiency. For instance, genetic algorithm-based strategies [4]
and trust-based dynamic sub-task allocation methods [5] have
been proposed to minimize assembly time and costs.

More recent studies have sought to enhance flexibil-
ity by introducing methods for re-planning robot actions
based on human behavior, thereby improving adaptability
and efficiency [6]–[10]. Many of these approaches operate
under a leader-follower paradigm, where the human leads
and the robot follows. However, research has shown that
human workers prefer to maintain control over the task
flow while expecting the robot to anticipate their needs
and assist proactively [11]. This underscores the importance
of enabling robots to act proactively, reducing reliance on
explicit commands and enhancing collaboration fluidity. Yet,
none of these existing methods actively monitor the human
during action execution, limiting their ability to recognize
and adapt to the current progress.

To our knowledge, only two studies have explored real-
time monitoring of human movements at the action level. The
first [12] employs Open-End Dynamic Time Warping (OE-
DTW) [13] to estimate the progression of human tasks and
dynamically re-plan robot actions. The second [14] proposes
a method based on a Sigma log-normal model of human
movements, claiming that it outperforms DTW for estimating
action completion time. The same authors further utilize
this approach for task planning in a collaborative assembly
application [15], where tasks are assigned to the human by
the robot. In this work, we demonstrate that OE-DTW, by
itself, is not robust to the inherent variability of human move-
ments. To address this limitation, we propose a new DTW-
based algorithm capable of overcoming these challenges.
Moreover, we integrate this method into a reinforcement
learning framework, aiming to optimize robot performance
directly without explicitly estimating action completion times
as an intermediate step.

III. PROBLEM DEFINITION

We consider a scenario in which a human and a robotic
manipulator perform separate tasks concurrently. The robot
executes a sequence of M robot-task actions {aR

i }M
i=1, which

is repeated indefinitely. Simultaneously, the human performs
a sequence of N human actions, denoted by H = {aH

j }N
j=1.

The human requires the robot’s assistance to complete a
subset of these actions, referred to as joint actions and
denoted by J = {aJ

l }L
l=1, where J ⊆H. We define the operator

α(·) to map the index of a joint action to the corresponding
human action index, such that aH

α(l) = aJ
l . Without loss of

generality, we assume that the last human action is a joint
action (i.e., aH

N = aJ
L), and no two consecutive human actions

are joint actions (i.e., if aH
j ∈ J, then aH

j+1 /∈ J).
To assist the human, the robot must first complete the

current robot-task action aR
i before pausing its ongoing task.

Once paused, the robot performs a preparatory action (e.g.,
repositioning or collecting a tool) to prepare for the joint
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Fig. 2. Hierarchical state machine depicting the collaborative task from the
robot perspective. The robot transitions from ROBOT-TASK to ASSISTING
in between states aR

i if a = 1. Once an (assist) action Ai is completed, the
robot goes back to its task. The state machine follows the conventions as
in [16]. Each transition is labeled with guard / effect. A transition is taken
on a reaction only if the guard holds true.

action. After completing the joint action, the robot executes
a homing action before either resuming with the robot-task or
preparing for the next joint action. The sets of preparatory
and homing actions are denoted as {aP

l }L
l=1 and {aE

l }L
l=1,

respectively. A depiction of the collaborative task in the form
of a hierarchical state machine is provided in Fig. 2.

Additionally, we assume to have access to a set of
Q demonstrations, consisting of human trajectories Yj =

{y j
k}

Q
k=1 for each non-joint human action H \ J. Each tra-

jectory consists of the Cartesian position of the human hand
along the x-, y-, and z-axes.

The objective is to minimize idle times for both robot and
human operator, i.e., the time each agent waits for the other
before starting the joint actions. We define the cost function:

C(∆R
total idle,∆

H
total idle) := ∆

R
total idle +λ∆

H
total idle, (1)

where ∆R
total idle and ∆H

total idle are the total robot and human
idle times, respectively, and λ > 0 is an arbitrary weighting
coefficient that balances their relative importance.

IV. PROACTIVE ASSISTANCE THROUGH
ACTION-COMPLETION ESTIMATION FRAMEWORK

We introduce PACE, a framework designed to address
the outlined problem by learning a proactive RL policy to
provide timely robotic assistance. A key innovation of our
approach is the integration of a real-time estimate of human
action completion percentage into the policy’s input. The
framework comprises two main components: (i) a novel Dy-
namic Time Warping (DTW) algorithm for real-time human
completion percentage estimation, and (ii) a formulation of
the proactive assistance framework as a Partially Observable
Markov Decision Process (POMDP) [17].

A. Real-Time Human Action Completion Estimation

The first component of the PACE framework is the real-
time estimation of human action completion percentage.
While this challenge has received limited attention in the
HRC literature [14], [18], it is critical for accurately tracking
task progress and ensuring the robot provides assistance at
the most appropriate moments. In this section, we introduce
a novel version of Open-End Dynamic Time Warping (OE-
DTW) [13], incorporating a correlation-based distance metric



that is more effective for capturing patterns in human hand
movements.

Dynamic Time Warping (DTW) [19] is a well-established
algorithm for time-series alignment, widely used in appli-
cations such as speech recognition and gesture analysis. It
aligns a signal to a reference by minimizing the cumulative
Euclidean distance between corresponding samples, enabling
robust temporal alignment even in the presence of non-
linear time distortions. The open-ended variant of DTW, i.e.,
OE-DTW, has already been applied to human task progress
monitoring [18]. However, we found that standard OE-DTW
lacks regularization, often producing unrealistic warping
paths when applied to human motion, where trajectories
can vary significantly in shape and amplitude. To address
these challenges, Soft-DTW [20] introduces a differentiable
soft-minimum operator, which smooths the alignment cost
by weighing all possible warping paths. This approach has
demonstrated superior performance in tasks such as time-
series clustering and temporal signal matching, offering
greater robustness to variations in position and speed.

Building upon these methods, we combine the open-
ended and soft versions of DTW to develop a more robust
approach, as detailed in Algorithm 1. In this algorithm, δ

denotes a distance function between signal points, typically
the Euclidean distance in DTW, and minγ represents the
soft-minimum operator from [20]. Algorithm 1 computes the
phase of a query signal relative to a reference signal, defined
as the percentage of the reference trajectory matched up to
the current timestep. Given an alignment π that maps each
index i of the query signal with an index j∗ of the reference
trajectory, the phase at timestep i is computed as:

τi =
π(i)
n−1

, (2)

where n is the length of the reference trajectory. The phase τi
quantifies the completion percentage as a value in [0,1]. We
refer to the Open-end Soft-DTW algorithm as OS-DTWEU,
where EU specifies the use of the Euclidean distance.

However, the Euclidean distance employed in most DTW
algorithms fails to align signals that have both local shape
variations and substantial shifts in absolute positions, often
present in complex motion patterns.

To overcome these limitations, we introduce a novel
correlation-based metric called Windowed-Pearson (WP) dis-
tance, which normalizes amplitude differences over windows
during alignment. This results in an online-capable method
that directly compares trajectory shapes through local corre-
lation analysis, while preserving DTW’s temporal elasticity.
We formally define the Windowed-Pearson distance between
two signal samples as:

δ
w
WP(pi,q j) :=

d−1

∑
k=0

1−
Cov

(
pi−w+1:i,k, q j−w+1: j,k

)√
Var

(
pi−w+1:i,k

)
Var

(
q j−w+1: j,k

)


(3)
where w represents the window size, and pi: j,k denotes a
subsequence of p along the k-th dimension, spanning from
index i to j. The same notation applies to q. We refer to the

combination of Open-end Soft-DTW with the WP distance
as OS-DTWWP.

This proposed method depends on two parameters, the
smoothing factor γ and the window size w. Rather than tun-
ing these parameters manually, we propose to optimize them
automatically. Specifically, we employ Bayesian optimization
to minimize the mean squared error between the phase τi
estimated by OS-DTWWP and the phase corresponding to a
linear progression τ̄i =

i
m−1 computed a posteriori, where m

is the length of the query trajectory.
This optimization is possible thanks to the training trajec-

tories defined in Section III. For each action, one trajectory
is selected as the reference, while the remaining ones are
used to tune the parameters.

Algorithm 1 Open-end Soft-DTW
Inputs:

- Query signal p = [p0, . . . ,pm−1] ∈ Rm×d

- Reference signal q = [q0, . . . ,qn−1] ∈ Rn×d

- Distance δ (·, ·)
- Smoothing parameter γ ≥ 0

Output:
- Phase τττ = [τ0, . . . ,τm−1] ∈ Rm of p w.r.t. q

1: Initialize D ∈ Rm×n, where Di, j = δ (pi,q j)
2: Initialize R ∈ R(m+1)×(n+1), with R0,0 = 0, Ri,0 = ∞ for

i ∈ [1,m], and R0, j = ∞ for j ∈ [1,n]
3: for i = 1 to m do
4: for j = 1 to n do
5: Ri, j = Di−1, j−1 +minγ(Ri−1, j,Ri, j−1,Ri−1, j−1)
6: end for
7: j∗ = argmin j∈[0,n−1] Ri, j
8: τi = j∗/(n−1)
9: end for

B. POMDP

The interaction between the human and the robot is mod-
eled as a finite-horizon episodic POMDP. In this framework,
the robot acts as an agent that makes binary decisions
between each robot-task action—whether to assist the hu-
man or not—while the human is treated as part of the
environment. The POMDP is formally defined as a tuple
(S,A,T,R,Ω,O), where S is the state space, A = {0,1} is
the set of policy actions (with 0 and 1 representing do
not assist and assist, respectively), T (s,a,s′) is the state
transition function, R(s,a,s′) is the reward function, Ω is
the observation space, and O(s) is the observation function.
Note that the policy action a∈A should not be confused with
the task actions representing the robot operations introduced
in Section III.

Each element of the state space S is defined as s =
(aR

i ,a
H
j ,a

J
l ,∆

H
start ,yH ,∆R

idle,∆
H
idle), where: aR

i denotes the last
robot-task action, aH

j is the current human action, aJ
l repre-

sents the joint action that human and robot should perform
next, ∆H

start is the elapsed time from the start of the current
human action aH

j , yH is a vector representing the observed



human hand trajectory from the start of the current human
action, ∆R

idle and ∆H
idle are the waiting times of robot and

human observed during the last transition.
The transition function T (s,a,s′) := P(s′ | a,s) describes

the probability of transitioning from state s to state s′ =
(aR

i′ ,a
H
j′ ,a

J
l′ ,∆

′H
start ,y′H ,∆′R

idle,∆
′H
idle). The state variables evolve

as follows:

aR
i′ =

{
aR
(i+1) mod M a = 0

aR
i a = 1

aJ
l′ =

{
aJ

l a = 0
aJ

l+1 a = 1,

while the remaining state variables are directly observed.
In Section IV-C, we describe the model used to simulate the
evolution of these quantities.

The reward function R(s,a,s′) is designed to minimize the
total cost introduced in Equation (1), thus:

R(s,a,s′) :=−∆
R
idle −λ∆

H
idle. (4)

The observation function is defined as O(s) :=
(aR

i ,a
H
j ,∆

H
start ,τ

j(yH)), where τ j(yH) represents the
phase of the human action aH

j , computed from the observed
human hand trajectory yH using OS-DTWWP. Namely, the
observations consist of the last robot-task action, the current
human action, the elapsed time from the start of the current
human action, and the estimated human action completion
percentage. The definition of the the observation space Ω

follows accordingly.

C. Simulation and Training

Training an RL algorithm directly on the robot on a real-
world environment is costly, time consuming and prone to
major failures. Therefore, we propose to create a simulated
environment that models the problem described in Section III
leveraging limited real world demonstrations. This allows
us to utilize online and on-policy algorithms to solve the
POMDP described in Section IV-B.

We adopt Proximal Policy Optimization (PPO) [21] due
to its native support for state representations that encompass
both discrete and continuous spaces, as well as its ability
to handle discrete action spaces, and robustness in highly
stochastic environments. Specifically, PPO’s clipped surro-
gate objective ensures stable policy updates, while its on-
policy advantage estimation mitigates the high variance typ-
ically encountered in real-world human–robot interactions.
This balance of simplicity, sample efficiency, and perfor-
mance makes PPO particularly well-suited for human–robot
collaboration, where data collection is costly.

To model the collaborative task, we assume the dura-
tion of each action follows a Gaussian distribution, and
estimate them from demonstration data. Specifically, ∆X

k ∼
N(µXk ,σ

2
Xk
), where X ∈ {H,R,P,E} corresponds to human,

robot-task, preparatory, and homing actions, respectively.
At the beginning of each episode, we sample from these

distributions the durations human actions {∆H
j }N

j=1, prepara-
tory actions {∆P

l }L
l=1, and homing actions {∆E

l }L
l=1. Then,

one trajectory ỹ j is sampled from the set of demonstrations
Yj for each non-joint action aH

j .
Moreover, to avoid overfitting on the training data, we

linearly rescale the time axis of each trajectory ỹ j to align
with each sampled duration ∆H

j . As a result, each new
trajectory represents either a compressed or stretched version
of an actual demonstration. We found this augmentation
essential for ensuring robustness and improving the policy’s
generalization capabilities.

By employing these quantities, we model the transitions
of the POMDP defined in Section IV-B as:

aH
j′ = β(aH

j ,∆
H
start )

(∆)

∆
′H
start = ∆−∆

H
start −∑

j′−1
k= j ∆

H
k

y′H = ỹ j′(0 : ∆
′H
start)

∆
′R
idle =

{
0 a = 0

max
{

0,∑
α(l)−1
k= j ∆H

k −∆H
start −∆P

l

}
a = 1

∆
′H
idle =

max
{

0,∆R +∆H
start −∑

α(l)−1
k= j ∆H

k

}
a = 0

max
{

0,∆P
l +∆H

start −∑
α(l)−1
k= j ∆H

k

}
a = 1

∆R ∼ N
(
µRi′ ,σ

2
Ri′

)
is the duration of the robot-task aR

i′ .
∆ is the duration of the transition:

∆ =

{
∆R a = 0
∆P

l +∆H
α(l)+∆E

l a = 1.

β is a function that, given the current human action aH
j and

its elapsed time ∆H
start , returns the ongoing human action after

a time ∆, namely,

β(aH
j ,∆

H
start )

(∆) := argmin
aH

j′

{
j′ ≥ j

∣∣∣∆ ≤ ∑
j′

k= j ∆
H
k

}
.

V. EXPERIMENTS AND RESULTS

The PACE framework was validated in a real-world sce-
nario through a pilot study involving the collaborative assem-
bly of an IKEA wooden chair1. In this assembly process,
the human operator performed tasks requiring fine manual
dexterity, such as screwing and positioning parts, while the
robot acted as a smart assistant. The robot provided support
at various stages of the assembly, including carrying large
components and passing tools, such as Allen keys, at the
appropriate moments for screwing operations.

A. Experimental Setup

The experimental setup consists of the robotic workcell
shown in Fig. 4, including a Franka Emika Panda robot2 and
three main working areas: a sorting table for the robot task,
a warehouse table where the components to be assembled
are stored, and an assembly table where the collaborative
assembly process takes place. An RGB-D camera monitors
the area around each table using April-Tag markers [22] to
locate the chair components. The robot was programmed

1 https://www.ikea.com/us/en/p/ivar-chair-pine-90263902/
2 https://robodk.com/robot/Franka/Emika-Panda



Fig. 3. Main steps of the collaborative assembly process: a) the human places the rails while the robot sorts cubes; b-c) human and robot work together
to carry and position the side of the chair; d) the robot hands an Allen key to the human.

Fig. 4. Experimental setup for the wooden chair assembly process.

using ROS3 and MoveIt4. Participants were equipped with
the Xsens MVN Awinda motion capture system [23] which
recorded the position of their right hand at a sampling rate of
10 Hz. Alternative tracking gloves such as Rokoko5, HaptX6,
could be employed.

B. Task Description

The robot task consists in a series of cube sorting op-
erations (aR

i ). The assembly process, illustrated in Fig. 3,
is outlined as follows: (i) the human connects 4 rails to
the right side of the chair (aH

1 ); (ii) the human and robot
collaboratively transport the left side from the warehouse
area and place it on top of the rails (aJ

1); (iii) the human
adjusts the top chair sides and places 3 screws on the left
side (aH

3 ); (iv) the robot hands an Allen key to the human
(aJ

2); (v) the human uses such key to tighten 2 screws (aH
5 );

(vi) the robot hands over a second key for the human to
tighten the remaining screw (aJ

3).
For reference, the average durations of the non-joint hu-

man actions described above were approximately 22, 18, and
40, seconds respectively. The robot preparatory actions aP

l
for the following joint actions took on average 11 seconds, 8
seconds, and 9 seconds, respectively. Each robot cube sorting
operation, represented by the action aR

i , had a duration of
approximately 8 seconds.

C. Data Collection and Training Procedure

We collected data from 5 subjects, with each subject
performing the assembly task 4 times. Additionally, one of
the subjects provided an extra demonstration to generate
the references for the OS-DTWWP algorithm. During the

3 https://www.ros.org/ 4 https://moveit.ai/
5 https://www.rokoko.com/products/smartgloves 6 https://haptx.com

data collection, users explicitly requested assistance from the
robot by pressing a button, shown in Fig. 4. We implemented
the POMDP described in Section IV-B as a custom Gym-
nasium environment [24] and used the Stable-Baselines3
library [25] for policy training. Out of the 4 demonstrations
per subject, 3 were used for training and 1 for validation.
Finally, motivated by the quantitative studies in [26], [27],
our experiments assume that the cost of operating a robot
is roughly one-third that of human labor. Consequently, we
set the weighting parameter λ in Equations (1) and (4)
equal to 3.

D. User Study and Experiment Design
The experiments involved 12 volunteers (5 women and

7 men) aged 24 to 28, including two individuals who
also participated as training subjects. Participants were first
briefed on the assembly task and the robot’s action capabili-
ties. Then, they assembled the wooden chair collaborating
with the robot controlled by three different methods: (i)
PACE, our proposed method, incorporating phase estimation
via OS-DTWWP; (ii) PACE w/o phase, an ablation method
that excludes the phase from the observations provided to
the policy; (iii) explicit query, a baseline system in which
the human operator explicitly requests robot assistance by
pressing a button after completing each action.

Each participant experienced all three methods in a ran-
domized, unknown order, completing two trials per method.
Participants were not informed in advance about the differ-
ences between PACE and PACE w/o phase. After completing
each set of trials, they filled out the NASA Task Load Index
survey [28], and a custom 5-point Likert scale questionnaire.

E. Results
Our goal is to evaluate whether proactive robot policies

can reduce assembly downtime and improve user experience.
To investigate this, we compared the three methods based
on robot and user waiting times. For each experiment, we
recorded the robot’s idle times and captured video of the
assembly process. These videos were analyzed to annotate
participant waiting times before each joint action. Quan-
titative results are summarized in Table I. The reported
quantities are the averages computed from all participants’
trials. Columns A1, A2, and A3 show the idle times with
respect to the first, second, and third joint actions. The
difference between the performances of PACE and PACE
w/o phase is statistically significant (p = 0.007), computed
using a pairwise Wilcoxon signed-rank test on the average
cost per subject.
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Fig. 5. NASA-TLX [29] findings for subjective measures on a 5-point
scale. Plot shows means and 75% confidence intervals of ratings.
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Fig. 6. Findings for subjective measures on a 5-point scale ranging from
Strongly Disagree to Strongly Agree. Plot shows means and 75% confidence
intervals of ratings. The questions are the following. Rushed: I felt rushed by
the robot’s action. Delay: I felt the robot took too long to provide assistance.
Understanding: I felt the robot had a good understanding of the task.
Fluency: The robot and I collaborated fluently. Satisfaction: I feel satisfied
by the performance of the system.

As expected, participants experienced the longest waiting
times with the explicit query method. This discomfort is
reflected in survey results, where participants reported that
the robot took too long to provide assistance (see Fig. 6).
Additionally, Table I shows that PACE reduces robot idle
time by more than half compared to PACE w/o phase,
without significantly increasing human waiting time. Note
that the baseline explicit query exhibits zero idle time by
design, as the robot is manually activated by the participant.

PACE w/o phase also outperforms the other methods in
subjective measures, as reported in Fig. 6. Users reported
higher levels of fluency, understanding, and overall satisfac-
tion, indicating that the method adapts well to individual
participant pacing. Furthermore, Fig. 5 shows that a proactive
robot operating autonomously does not increase mental strain
or the overall Task Load Index. Notably, five out of twelve
participants explicitly stated in the questionnaire’s open
comment section that they preferred the system monitoring
their task progress, with many appreciating that assistance
was provided only as they neared the end of their action.

TABLE I
EXPERIMENTAL RESULTS ON HUMAN AND ROBOT IDLE TIMES

Method Robot Idle Time [s] Human Idle Time [s] Cost
A1 A2 A3 Total A1 A2 A3 Total (λ = 3)

Explicit query 0.0 0.0 0.0 0.0 14.00 11.28 12.15 37.43 112.3
PACE w/o phase 1.56 3.48 11.64 16.68 1.79 1.02 1.06 3.87 28.29
PACE (ours) 1.93 2.65 1.28 5.86 1.20 0.56 2.56 4.32 18.81

F. Ablation Results on Progress Estimation

As detailed in Section IV-A, OS-DTWWP’s parameters
were optimized against a linear phase evolution computed a
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Fig. 7. Illustrative example of the estimated phases for a single trajectory
of the screwing task. On the left are reported the reference and query signals
along the x-axis. On the right the estimated phases, computed using OE-
DTW, OS-DTWEU, OS-DTWWP.

posteriori. Table II reports the average mean squared errors
(MSE) of OS-DTWWP, OS-DTWEU, and OE-DTW across
the three non-joint human actions over the training data.
While OS-DTWWP achieves superior performance overall,
OS-DTWEU performs adequately for placing actions but
struggles with screwing. For reference, in Fig. 7 we also
report an illustrative example showing the estimated com-
pletion percentage during a screwing experiment.

These results highlight the effectiveness of the windowed-
Pearson (WP) distance as a local measure for human-hand
trajectories. Unlike the Euclidean distance, the WP distance
is invariant to mean shifts, making it robust to the variability
inherent in human task execution.

TABLE II
AVERAGE PHASE MSE ON THE TRAINING DATA

Task OE-DTW OS-DTWEU OS-DTWWP

Rail Placing 0.100 0.012 0.002
Screw Placing 0.091 0.013 0.012
Screwing 0.168 0.052 0.006

VI. CONCLUSIONS

In this work, we introduced the Proactive Assistance
through action-Completion Estimation (PACE) framework,
which leverages reinforcement learning and real-time human
progress monitoring to improve robotic assistance in collab-
orative tasks. PACE addresses variability in human execution
pace through OS-DTWWP, a novel Dynamic Time Warping
algorithm that incorporates local correlation-based distances
for robust real-time action completion estimation.

Our experiments with human participants demonstrated
that a robot using PACE can reduce idle times by more than
half, with participants highlighting its timely and adaptive
support. These results confirm that PACE not only enhances
collaborative efficiency but also improves user experience,
paving the way for more intuitive and effective human-robot
interactions in assembly task.

Future work could extend PACE applications to more
complex scenarios beyond industrial assembly, such as home
robotics or collaborative cooking, while also enhancing its
flexibility to handle more adaptable assembly processes.
Additionally, further studies could expand OS-DTWWP’s
applicability by enabling estimation of action completion
times, increasing its utility and generalizability.
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