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Abstract. Several variants of Neural Radiance Fields (NeRFs) have sig-
nificantly improved the accuracy of synthesized images and surface re-
construction of 3D scenes/objects. In all of these methods, a key char-
acteristic is that none can train the neural network with every possible
input data, specifically, every pixel and potential 3D point along the
projection rays due to scalability issues. While vanilla NeRFs uniformly
sample both the image pixels and 3D points along the projection rays,
some variants focus only on guiding the sampling of the 3D points along
the projection rays. In this paper, we leverage the implicit surface repre-
sentation of the foreground scene and model a probability density func-
tion in a 3D image projection space to achieve a more targeted sampling
of the rays toward regions of interest, resulting in improved rendering.
Additionally, a new surface reconstruction loss is proposed for improved
performance. This new loss fully explores the proposed 3D image pro-
jection space model and incorporates near-to-surface and empty space
components. By integrating our novel sampling strategy and novel loss
into current state-of-the-art neural implicit surface renderer, we achieve
more accurate and detailed 3D reconstructions and improved image ren-
dering, especially for the regions of interest in any given scene. Project
page: https://merl.com/research/highlights/ps-neus.
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1 Introduction

Recovering the 3D structure of the scene and rendering it from new views is
valuable for numerous tasks such as Augmented Reality/Virtual Reality asset
creation, 3D reconstruction [51, 52], environment mapping [17, 34, 39, 64], etc.
In the last few years, Neural Radiance Fields (NeRF) [24] has emerged as a
promising solution for this task. These networks learn a mapping from a 3D
point and a viewing direction to its color and volume density. In theory, it may be
desirable to train NeRFs on every pixel and every scene image from the training
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Fig. 1: Schematic of our pipeline and an example: We leverage neural implicit
representations to guide the sampling of rays during the training of the neural surface
rendering pipeline. In particular, we sample a point in the three-dimensional image
space (image coordinates + depth) (Probability-guided Sampling) to obtain the
ray (Ray Sampling) and some additional points around the surface, along the ray.
These are then passed through the Backbone Network, which is regularized using
the sampled depth (Surface Reconstruction Losses). The two figures on the right
show a 3D reconstruction of an example DTU scene (DTU122) using Neuralangelo as
a backbone, with (rightmost) and without (second from right) our sampling strategy.

data. However, given the large amount of data involved, this is infeasible. One
must sample the image pixels uniformly and the points on the projection ray.

Recent approaches like NeuS [48] and its variants [15, 20, 49, 50] leverage
neural implicit representations to achieve finer detail and higher-resolution 3D
surface reconstruction, particularly of 3D objects. These methods typically em-
ploy Signed Distance Fields (SDF) or occupancy to implicitly represent the fore-
ground surfaces. All NeuS-inspired methodologies adhere to a standardized sam-
pling strategy involving uniform sampling of pixels and corresponding projection
rays followed by hierarchical sampling of 3D points along the projection rays.

This paper argues that the full potential of neural implicit representations
has not yet been explored. While many existing methods focus solely on guiding
the sampling of 3D points along projection rays, disregarding the crucial aspect
of pixel sampling [3–5, 24], trivial solutions to pixel sampling, such as uniform
sampling, generate worse rendering quality in areas of interest in the scene due to
insufficient representation during training. This leads us to the following research
question: Can the implicit surface representation guide training rays and points
for accurate 3D reconstruction and rendering?

There are two trivial solutions to the proposed research question: (i) The more
straightforward one would be to cast a ray for every possible pixel in every camera
and check whether any volume density accumulated along the ray. This solution
is computationally expensive since one must run the model for all cameras and
all pixels. Indeed, Sun et al . [43] partially follows this idea but reduces the
sampling space by evaluating it in patches to make the training feasible. The
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pixels are still uniformly sampled inside each patch. (ii) The second approach
voxelizes the implicit surface representation and projects every possible 3D point
to every camera, which is computationally expensive. Additionally, occlusions –
which need to be factored in for view-dependent rendering – cannot be trivially
handled using such a technique. Similar ideas were followed in works such as
RegSDF [59], where the authors use the Structure from Motion (SfM) points
instead. However, this is a simplification of the trivial solution and only handles
much simpler sampling scenarios, which do not need to deal with voxelization,
view dependency, and training issues raised from dense 3D points.

Our paper introduces a novel solution for image pixel sampling. It leverages
a 3D probability density function estimated from the scene’s SDF within the
3D image space facilitated by per-camera grids. This enables efficient interpola-
tion of camera pixels and depth approximation. Our method offers a streamlined
update process, requiring only a single model run for the 3D probability den-
sity function update, thus ensuring speed and adaptability. Unlike conventional
methods relying on additional depth data, our approach constructs the sampling
space through 3D coordinate transformations and view constraints without any
additional depth supervision. Notably, our technique enhances 3D scene render-
ing across various backbones. The sampling pipeline and a mesh reconstruction
are represented in Fig. 1. Our main contributions are:

1. A probabilistic 3D orthographic image projection sampling for neural im-
plicit surface rendering that is view-dependent and feasible for training;

2. A new loss function that combines near-the-surface and empty space compo-
nents for better modeling foreground and background regions of the scene.

3. The sampling is agnostic to the implicit model, i.e., the derived extra pipeline
steps can be used with different models without changing the backbone.

4. We show that coupling our probabilistic sampling with current state-of-the-
art neural implicit representation methods (namely [20, 48]) improves 3D
reconstruction and rendering in regions of interest of the scene.

2 Related Work

Neural rendering: Reconstructing 3D structures from multi-view images is a
core problem of computer vision, with approaches based on SfM [11,35,36,51] or
Simultaneous Localization and Mapping (SLAM) [6, 8, 17, 34, 39, 64]. NeRF [24]
introduces a more recent view synthesis strategy that enables dense reconstruc-
tions, using volume rendering. During training, projection rays and 3D points
are uniformly sampled from the image and any given projection ray, respectively.
Image synthesis is achieved by rendering the sampled 3D points by volume,
which gives their color and volume density values. Lately, several NeRF vari-
ants have been proposed, focusing on improving view synthesis quality [3,4,61],
improving computational performance [3, 26, 40], scaling up to large-scale envi-
ronments [9, 44,46,62], dynamic scenes [1, 19,21,29,32,45], etc.

Neural implicit volume rendering: A drawback of the volume rendering in
NeRF is that it imposes insufficient constraints for representing 3D surfaces. This
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prevents it from learning intricate 3D object details, making high-quality recon-
structions infeasible. To solve this problem, occupancy approaches [22,23,27,28,
30,33] and SDF approaches [2,7,20,42,48,49,55,56,59,60,63] were proposed. In
particular, NeuS [48] and VolSDF [55] use SDF as an implicit representation for a
surface and are trained from multiple views. Both outperform NeRF-based meth-
ods, even handling scenes with occlusions. Further improvement was achieved by
reducing the implicit bias, in the depth estimates [63]. Another issue with NeuS
is its slow training speed. NeuS2 [49] proposes an efficient parallelization and a
new training strategy to address this concern. Neuralangelo [20] introduces multi-
resolution hash grids for surface rendering. This approach achieves high-quality
reconstruction in highly detailed scenes, with a small cost in training efficiency.
While these approaches use the learned implicit representation for sampling on
the projection rays, our work utilizes a probability density function for sampling.
To further improve surface reconstruction, other approaches use priors such as
object masks [27, 57], depth [58, 60], normals [47, 58], or point clouds [10, 59].
These additional inputs guide the surface learning process, improving the re-
construction results and optimization time. In this paper, we propose a method
where sampling is guided by surface estimates, enabling rays to converge towards
textured regions without the requirement for additional inputs.

Pixel Sampler for NeRF: The straightforward approach to sampling the rays
while training NeRFs is to uniformly sample both the pixels in the image as well
as the 3D points that lie on the corresponding projection rays, passing through
the chosen pixels [24]. Most sampling strategies in NeRF propose to improve the
3D sampling on the ray, by exploring anti-aliasing [3,5,13,18] or 3D geometry [22,
48,55]. In contrast, this paper focuses on a more effective pixel sampling strategy
for training similar to [41,43,53]. Sun et al . [43] proposes a patch sampling based
on the depth and color contrast estimates for their pixel sampling, where a pre-
trained model trained on the DTU [14] is used to obtain the initial proposals.
Neural 3D reconstruction in the Wild [41] attempts to sample only around the
surface through voxel-guided and surface-guided sampling. ActRay [53] uses a
reinforcement learning agent to reduce the number of rays by focusing on the
rays with the highest loss values. In contrast, we design a 3D view-dependent
camera probability space, derived from the implicit representation of the surface
to sample the pixel and directly gain depth information for the sampled ray. A
backbone model, upon which our sampling strategy operates, is trained from
scratch without needing additional information.

3 Notations and Background

3.1 Notations

Let a 3D point in world coordinates be given by x = [x, y, z] ∈ X ⊂ R
3. For a

set of cameras C = {1, . . . , C}, the same point in the cth camera, is denoted by

pxc = [pxc, pyc, pzc] ∈ pXc. hc(·) transforms the point from the world to the camera c
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(see [12]). For c, we define a three-dimensional image space such that:

  \uvec _c \in \mathcal {U}_c = g(\widehat \xvec _c) = [\widehat x_c / \widehat z_c, \widehat y_c / \widehat z_c, \widehat z_c] = [u_c, v_c, \lambda _c], \label {eq:3d_image_space_definition}              (1)

where uc, vc, and Uc (respectively) are bounded to image size and intrinsic pa-
rameters of each camera, and depth λc > 0, which is bijective to the camera
reference frame1. Using the transformation from the world to the camera coor-
dinate system hc(·) and image projection g(·) (for more detail see [12]), we define
the composition fc(·), such that

 \label {eq:camera_projection} \uvec _c = f_c(\xvec ) = g(h_c(\xvec )).      (2)

To simplify the notations, we sometimes omit the subscript c, for example, u =
uc, and px = pxc. Finally, |·| denotes the determinant of a matrix.

3.2 Neural Implicit Surface Rendering

Consider a set of images of a specific 3D scene, captured from calibrated cameras
with known poses. A NeRF [24] creates an implicit 3D representation of the scene
from known camera positions to the images. This implicit representation allows
for a dense reconstruction of the scene, by simultaneously estimating the volume
density and color for every 3D point. A more evolved alternative is proposed in
Wang et al . [48]. The authors introduce a novel approach to estimating densities
from an SDF representation by approximating it using a logistic function:

  \phi _s(o) = (se^{-so})/(1 + e^{-so}), \label {eq:logistic_fuction}      (3)

where s is the logistic scale and o the SDF output. This conversion enables the
application of camera-free volume rendering techniques for scene reconstruction.
Using the SDF, the scene’s outer surface S is represented as the zero-level set,
defined as S = {x ∈ R

3 : S(x) = 0}, where S(·) is the output of the SDF
network. The rendering is then computed using the SDF at a particular 3D
point. The volume density at each point along the ray is:

 \label {eq:opacity} \alpha _i = \max \left ( \frac {\Phi _s(S(\xvec _i)) - \Phi _s(S(\xvec _{i+1}))}{\Phi _s(S(\xvec _i))}, 0 \right ),  








 (4)

where Φs(·) is the sigmoid function2. The accumulated volume density is:

 \label {eq:rendering_weights} w_i = \alpha _i T_i = \alpha _i \prod _{j=0}^{i} (1 - \alpha _j),    





  (5)

where Ti is the transmittance at the point i along the ray. See [48] for details.

1Proof and more details given in the supplementary material.
2φs(·) is the derivative of Φs(·), hence Φs(·) is the cumulative density function of

the logistic distribution.
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Fig. 2: Proposed guided-sampling: The scene is represented as a 3D grid GX , and
characterized by a PDF p(x) computed from the SDF network and modeled by a
logistic distribution of the SDF values φs(S(x)). We propose to use a 3D image space
that includes depth, represented as GU , where one can define p(u) based on p(x) as
described in Interpolation – Sec. 4.2. Then, we consider the camera viewpoint of the
scene (such as occlusions), by weighting p(u) as described in View Dependency –
Sec. 4.3. In the shown grids, color hue maps to the probability value, normalized for
each grid. A higher hue is more probable. At every training step, points are sampled
from p̃(u) to create ray samples ũ (Probabilistic Sampling – Sec. 4.4). We sample
rays uniformly to allow overall image quality and scene exploration.

4 Proposed Approach

This work introduces a new probability-guided sampler for enhanced scene ren-
dering and 3D reconstruction, seamlessly merging with neural surface pipelines.

4.1 Method Overview

Consider a typical neural surface rendering pipeline, such as the one proposed by
NeuS [48]. An intermediate step of such methods consists of obtaining an SDF
that models the 3D structure of the foreground of a scene (see Neural Sur-

face Rendering Pipeline block in Fig. 2). In this work, we intend to utilize
the SDF for more effective sampling while training the neural volume field. In
particular, we intend to focus on the important regions of the scene, i.e. fore-
ground, when training. Additionally, we leverage the output information from
our sampling module to aid the sampling process along the rays and the train-
ing with additional surface reconstruction losses. Our method does not require
any additional information (e.g . SfM points) or models. The proposed training
pipeline is depicted in Fig. 2, Probability-guided Sampler.

We start by leveraging SDF representation in Eq. 3 to define a Probability
Density Function (PDF) over the points in the 3D scene to capture the likelihood
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Fig. 3: Bird’s-eye view illustration of the Rie-
mann integral approximation of p(u): This fig-
ure shows the 3D image space in red, the scene grid
transformed to the image space in blue and how
probability of u ∈ GU (orange) is computed. A pro-
jected scene point ○ ∈ Gf(X ) that lies inside the
cell ✓ will contribute to the computation of p(u),
as shown in the equation.

GU

Gf(
X
)

u

p(u)=
∑
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of it being sampled during training, denoted as p(x):

 \label {eq:scene_prob} p(\xvec ) = \phi _s\left (S(\xvec )\right ).      (6)

Then, we explore a suitable 3D image space from p(x) for effective sampling in
the camera’s viewpoint. To compute the probability in a 3D image space, the
transformation has to be bijective and consequently invertible to account for the
change of variables. From a geometric point of view, the proposed space U is
obtained from X by transforming the projection rays, which, by definition, are
parallel to each other and perpendicular to the image space (i.e. orthographic
projection space). The new PDF is p(u) and is described in Sec. 4.2.

Next, we deal with the concerns arising from view dependency, such as oc-
clusions. Rather than sampling directly in the image from the scene’s projection
and probabilities, where awareness of the viewpoint is limited, we weigh the
camera’s PDF p(u) using a volume rendering strategy. This allows for seamless
integration of view dependency constraints and provides the foundation for the
sampling process. In Sec. 4.3, this PDF is defined as p̃(u).

The final step of our formulation consists of sampling 3D points on U using
p̃(u). The proposed method follows a conditional sampling strategy detailed
in Sec. 4.4. Sec. 4.5 describes how the sampled u is used in the neural surface
pipeline and details the proposed surface regularization losses designed to guide
the training process by considering the sampled depth.

4.2 Interpolation

We aim to transform the density estimate p(x), for a point x ∈ X to the three-
dimensional image space, defined in Eq. 1, which is denoted by p(v), where
v ∈ U . This transform is given by

 \label {eq:change_coord} p\left (\xvec \right ) = p\left (f^{-1}\left (\vvec \right )\right )\left |\frac {\partial f^{-1}\left (\vvec \right )}{\partial \vvec }\right | \implies p\left (f^{-1}\left (\vvec \right )\right ) = \eta ^{-2} p\left (\xvec \right ),  








 




    (7)

where v = f(x) and η the depth value of v.
To simplify and have a more compact representation, we discretize the 3D

scene space x, such that x ∈ GX ⊂ X , and the 3D image space of u such that
u ∈ GU ⊂ U , with GX and GU denoting a discretized grid on X and U . Note
that v is not represented in the grid of the three-dimensional image space GU .
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Instead, v is discretized according to the scene grid GX after applying the camera
transformation f(·) in Eq. 2, which we define as Gf(X ). However, the probability
estimates p(u) in GU cannot be easily interpolated from Eq. 7 due to the re-
spective space deformation resulting from the discretization and transformation.
Therefore, we approximate p(u) as the Riemann integral of all transformed cells
of GX in u. We start by making sure GX is discretized finely3. For each u ∈ GU ,
the probability estimate is the sum of the probability densities of all points Gf(X )

that lie inside the cell, as defined in Eq. 7. A depiction of the interpolation of
p(u) is shown in Fig. 3, where the selected transformed cells have an orange fill.
Further details in supplementary material.

4.3 View Dependency

Since p(u) does not account for occlusions created by the camera’s perspective
projection, sampling a projection ray based on the object’s geometry alone can
result in too many occluded samples and, consequently, loss of training efficiency.
To address this issue, we assume that the volume density σ per cell is p(u)
as a naive solution discussed in Wang et al . [48]4. The transmittance T can
then be evaluated in the three-dimensional image space by accumulating the
radiance weighted by the volume densities for cells along the ray, corresponding
to the image coordinates [u, v]. Considering the grid GU , the transmittance Ti

at the depth λi corresponding to the i-th cell along [u, v] can be defined as

Ti = e−
∑

i

k=1
p([u,v,λk]

T ), where the kth-cell is sorted by depth. Then, the view-
dependent probability p̃(ui) for ui = [u, v, λi]

T is defined as the transmittance
weighted by the volume density accumulated along a ray, as shown in Fig. 2:

  \widetilde p(\uvec _i) = \sigma _i T_i = p(\uvec _i) e^{{-\sum _{k = 0}^{i} p([u, v, \lambda _k}]^T)}.    







  (8)

4.4 Probability-guided Sampling

While in previous neural rendering pipelines, pixels are sampled in the image
uniformly, in this work, we combine the two sampling strategies: (i) sampling
using the view-dependent space PDF p̃(u), and (ii) sampling uniformly on the
image. The former is better suited for the foreground and the latter for the
background, allowing us to regulate the proportion of samples around the image.

Starting with the view-dependent space sampling, we use conditional proba-
bilities, which extend ray importance sampling in [31] to the 3-dimensional space
U . The first marginal density function is then defined as

 \label {eq:first_marginal} \widetilde p(u) = \frac {1}{R_v R_\lambda } \sum _{(v, \lambda )} \widetilde p([u, v, \lambda ]^T)  







    (9)

3To make sure that GX is small enough, the scene GX is partitioned by a factor F ,
where each cell is divided at each axis into F equal parts, resulting in a total of F 3

equal cells from the 3 axes. The probability of the newly partitioned cell is the original
cell probability divided by F 3 (see supplementary material for more details).

4Note that while this density representation along the ray causes a bias in the depth
estimate [48, 63], nonetheless this formulation remains occlusion aware.
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for all (v, λ) cells of u, where Rv and Rλ are resolutions of the grid GU along the
axes of v and λ. Then, the first conditional distribution is computed as

  \widetilde p(v, \lambda | u) = \frac {\widetilde p(\uvec )}{\widetilde p(u)}.  
  (10)

The second marginal applied to v can then be expressed as

 \label {eq:second_marginal} \widetilde p(v | u) = \frac {1}{R_\lambda } \sum _{\lambda } \widetilde p(v, \lambda | u),  







  (11)

for all λ cells. Finally, the second conditional distribution is then defined as

 \label {eq:second_conditional} \widetilde p(\lambda | u, v) = \frac {\widetilde {p} (v, \lambda | u)}{\widetilde p(v | u)}.    
  (12)

With the marginals and conditionals defined, we sample ũ = [ũ, ṽ, λ̃] ∈ U in
the three-dimensional image space, to obtain the 3D projection ray and image
pixels. We start by sampling ũ from the first marginal, Eq. 9, using inverse
transform sampling [25]. Then, we approximate the second marginal p(v|ũ) from
the samples ũ using bilinear interpolation. Following the same inverse sampling
strategy, ṽ is sampled according to p(v|ũ). Finally, using trilinear interpolation,

we approximate the second conditional p(λ|ũ, ũ), with ũ and ṽ, and sample λ̃.
When sampling uniformly along the rays during training and evaluation, we

interpolate the second conditional, Eq. 12, with given values for ũ and ṽ, and
sample λ̃ directly. A representation of the sampled output is depicted in Fig. 2.

4.5 Surface Reconstruction Losses

The input to the rendering network (irrespective of what backbone is used) is
the 3D points sampled along the rays from the sampled pixel obtained from ũ.
In addition to these obtained by following the sampling strategy of the backbone
network, we provide additional 3D points along the ray near the sampled depth λ̃
for improved rendering of such regions, keeping the same sampling budget. This

is accomplished by drawing samples from a Gaussian distribution ∼ N (λ̃, π2

3s2 ),
where the variance is determined by the normal approximation of the logistic
distribution [38], with the mean being the sampled λ̃.

In addition to each backbone, we introduce losses for points near the surface
(near zero-level set), points within the empty ray space, and points belonging to
background rays. Consider M projection rays and Nfg foreground points sampled
along those rays. The proposed near-surface loss accounts for sampled points
within 99.7% of the possible near-surface samples during ray sampling, i.e.,
points for the m-th ray, where m ∈ {1, . . . ,M}, satisfying NNear = {f(x) ∈ U :
f(x) ∈ [(u, v, λ̃− 3 π√

3s
), (u, v, λ̃+ 3 π√

3s
)]}, and is given by:

  L^{\text {Near}}_m = \sum _{i \in \mathcal {N}_{\text {Near}}} |S(\xvec _i)| w_i, 






 (13)
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where S(·) is the SDF value, and wi represents the volume density accumulated
along a ray of the point i, given by Eq. 5.

For points in the empty ray space, i.e., the complement set of NNear, denoted
as NEmpty, we introduce a loss to encourage small SDF values and exploration:

  L^{\text {Empty}}_m = \sum _{j \in \mathcal {N}_{\text {Empty}}} \left [(S(\xvec _j) - \epsilon ) w_j \right ]^2, 






 

 (14)

where ϵ is a small value. We consider view dependency in both losses by incor-
porating the accumulated volume densities, wa, where a ∈ {i, j}.

Finally, for rays that do not intersect foreground surfaces, i.e., if the sampled
depth λ̃ is outside of the scene’s boundary, the following background loss ensures
that the importance of accurately estimating the scene geometry decreases as
one moves farther from the surface:

  L^{\text {Bg}}_m = \sum _{k = 1}^{N_{\text {fg}}} e^{-\beta |S(\xvec _i)|} w_k. 






 (15)

All losses are averaged by over M rays. The total surface loss is computed as
LSurf = λ1L

Near +λ2(L
Empty +LBg). This surface loss is appropriately weighted

and added to the existing losses for each backbone.

5 Experiments

5.1 Experimental Setup

We use NeuS [48] and Neuralangelo [20] as backbones to evaluate the effec-
tiveness of our proposed approach. Specifically, we use Neuralangelo’s official
implementation5 with the default settings and implemented NeuS within Neu-
ralangelo’s framework. Also, we use the default settings for both models when
evaluating the proposed probabilistic sampling. With respect to resolutions of
the scene space and camera spaces, we use 128 for the 3 dimensions of GX , and
Ru = Rv = 64 and Rλ = 128, for the 3D image space GU . We set λ1 = λ2 = 0.5.
We use the scene scale and centers provided with the dataset to define each scene
boundary. For each camera, we utilize the image corners to obtain U boundaries.
The depth boundary is computed by shooting a ray from the central image pixel
and computing where the ray hits the scene’s boundaries. During training, we
update the 3D image space every 2500 and 5000 iterations for Neuralangelo
and NeuS, respectively. For a fair comparison, we use the same number of rays
and ray points as the baselines. We initialize the camera grids as a sphere [57],
facilitating the initial scene exploration. No depth ground-truth is used to su-
pervise or evaluate the model. At the start of training, we set 20% of the rays
to be sampled uniformly in the image. As training progresses, the percentage
increases to 40%, 60%, and 80%. In the rendering pipeline, we sample 32 points

5https://github.com/NVlabs/neuralangelo

https://github.com/NVlabs/neuralangelo
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(a) NeuS (b) NeuS + Ours (c) Neuralangelo (d) Neur. + Ours

Fig. 4: DTU scan 37: When our sampling and surface reconstruction losses are in-
cluded in NeuS and Neuralangelo backbones, we get a sharper 3D reconstruction of
the foreground objects. Our approach also removes the hole obtained by Neuralangelo.

(a) Neuralangelo (b) Neuralangelo + Ours

Fig. 5: DTU scans 118 and 114: We can extract more detailed meshes with our
sampler and losses. The synthesized normal images are less noisy, with sharper edges
in both scans, leading to better reconstruction. Image quality remains similar.

around the sampled depth, as described in Sec. 4.5. We train all backbones with
their default losses, with LSurf being assigned a weight of 500. We train and test
all models in an A40 GPU using 10 CPU cores.

Datasets: We use DTU [14], as the primary dataset, which has 15 object-focused
sequences in a controlled environment, with object masks available to evaluate
intricate details. Each DTU scan has 49 or 64 views each. We also evaluate
more diverse sequences in BMVS [54] dataset, where we choose 5 object-centric
sequences and 4 large-scale sequences from Tanks and Temples (TNT) [16]. The
last two datasets have around 200 images in each sequence.

Evaluation Metrics: For image synthesis, we use the Peak Signal-to-Noise
Ratio (PSNR). Following the evaluation protocols of prior work, we use Neural-
Warp’s evaluation methodology [7] for 3D reconstruction and report the Chamfer
distance [14] in DTU and F1-score [16] in TNT. Note that we evaluate the models
with object masks, when available, to measure the effectiveness of reconstructing
the foreground. However, we do not use them during training.

Baselines: Our primary goal is to evaluate the impact of the probabilistic guided
ray sampling by comparing it against approaches that do not use it. Towards this
end, the main baselines are NeuS [48]6 and Neuralangelo [20], where we augment

6Our implementation within Neuralangelo framework.
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(a) Neuralangelo (b) Neuralangelo + Ours

Fig. 6: BMVS sequence "Sphere": We observe that Neuralangelo + Ours get a sig-
nificantly more complete 3D surface reconstruction. Also, our sampling better captures
small and intricate regions, such as the small hole highlighted in the object foreground.

(a) NeuS (b) NeuS + Ours

Fig. 7: BMVS sequence "Bandstand": Our sampling and surface reconstruction
losses have clear advantages. While NeuS fails to capture the foreground surfaces, the
proposed sampling obtains a reasonable 3D structure and high-quality images.

the proposed sampling strategy. For assessing the effectiveness of image synthe-
sis and reconstruction quantitatively, we compare against existing literature:
VolSDF [55], RegSDF [59], NeuralWarp [7], and HF-NeuS [50].

5.2 Results

We discuss qualitative and quantitative results on the proposed sampler. We also
comment on the ablation study and the computational overhead.

Qualitative results: We show a qualitative comparison of the DTU and BMVS
datasets. When observing the 3D reconstruction, the proposed approach pre-
serves finer details, has fewer artifacts, increased completeness, and fewer holes
as illustrated in Figs. 1 and 4 to 6. Guiding the pixel sampling towards sur-
face areas enhances 3D consistency and subsequently improves sharpness while
displaying faster convergence and lower model variance, as shown in Fig. 8.
Even in complex scenes, the sampler reduces failure cases, such as in Fig. 7. See
supplementary material for more qualitative results, including on TNT.

Quantitative results: For image synthesis on the DTU and the TNT datasets,
we assess the proposed method through two distinct analyses: evaluating the
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Fig. 8: Reconstruction Error and Variance
over training. Our sampling converges faster to a
better 3D representation (solid line), while signifi-
cantly reducing the variance of the logistic output
density (dashed).

Table 1: Quantitative results on DTU [14]. We highlight the best result for each
backbone method with and without the proposed sampler. † Requires SfM points.

24 37 40 55 63 65 69 83 97 105 106 110 114 118 122 Mean

P
S
N

R
↑

U
n
m

a
sk

e
d

NeRF [24] 26.24 25.74 26.79 27.57 31.96 31.50 29.58 32.78 28.35 32.08 33.49 31.54 31.00 35.59 35.51 30.65
VolSDF [55] 26.28 25.61 26.55 26.76 31.57 31.50 29.38 33.23 28.03 32.13 33.16 31.49 30.33 34.90 34.75 30.38

RegSDF† [59] 24.78 23.06 23.47 22.21 28.57 25.53 21.81 28.89 26.81 27.91 24.71 25.13 26.84 21.67 28.25 25.31

NeuS [48] 23.85 27.63 27.16 29.4 32.71 33.1 30.58 34.25 29.97 33.69 35.34 32.81 31.96 36.72 37 31.74
NeuS + Ours 28.28 28.1 28.16 24.71 33.1 33.97 29.59 33.25 30.35 33.61 35.66 32.97 32.29 37.15 35.56 31.78

Neuralangelo [20] 30.64 27.78 32.70 34.18 35.15 35.89 31.47 36.82 30.13 35.92 36.61 32.60 31.20 38.41 38.05 33.84
Neuralangelo + Ours 33.73 30.36 33.55 34.06 35.22 34.64 32.49 33.2 31.93 34.17 37.64 35.3 34.01 38.04 37.87 34.41

M
a
sk

e
d NeuS [48] 28.93 28.29 27.53 30.57 36.48 36.48 31.83 40.59 31.26 37.19 36.87 33.9 32.65 39.63 40.88 34.21

NeuS + Ours 28.98 29.22 28.66 25.22 37.24 38.73 30.77 42.47 32.34 37.5 37.49 34.34 33.11 40.84 38.45 34.36

Neuralangelo [20] 35.21 31.76 35.12 38.16 41.17 40.46 34.39 44.22 34.09 40.8 40.8 37.24 34.92 42.36 43.56 38.28
Neuralangelo + Ours 35.13 32.86 35.2 38.51 41.41 41 34.51 44.93 35.64 41.13 40.95 37.78 35.26 43.3 44.59 38.81

C
h
a
m

fe
r

(m
m

)
↓

NeRF [24] 1.90 1.60 1.85 0.58 2.28 1.27 1.47 1.67 2.05 1.07 0.88 2.53 1.06 1.15 0.96 1.49
VolSDF [55] 1.14 1.26 0.81 0.49 1.25 0.70 0.72 1.29 1.18 0.70 0.66 1.08 0.42 0.61 0.55 0.86
HF-NeuS [50] 0.76 1.32 0.70 0.39 1.06 0.63 0.63 1.15 1.12 0.80 0.52 1.22 0.33 0.49 0.50 0.77

RegSDF† [59] 0.60 1.41 0.64 0.43 1.34 0.62 0.60 0.90 0.92 1.02 0.60 0.59 0.30 0.41 0.39 0.72
NeuralWarp [7] 0.49 0.71 0.38 0.38 0.79 0.81 0.82 1.20 1.06 0.68 0.66 0.74 0.41 0.63 0.51 0.68

NeuS [48] 0.77 0.78 5.82 0.50 1.39 1.76 1.06 4.01 1.47 0.77 0.64 1.29 0.34 0.56 0.53 1.30
NeuS + Ours 1.08 0.74 1.27 2.43 1.05 1.05 1.66 1.32 2.1 0.79 0.6 1.07 0.32 0.4 2.08 1.2

Neuralangelo [20] 0.37 0.72 0.35 0.35 0.87 0.54 0.53 1.29 0.97 0.73 0.47 0.74 0.32 0.41 0.43 0.61
Neuralangelo + Ours 0.39 0.68 0.32 0.33 0.87 0.58 0.53 1.3 0.93 0.70 0.5 0.74 0.31 0.37 0.38 0.6

image quality and examining the quality in masked regions, given our focus on
sampling areas with surfaces. Results are shown in Tab. 1. We observe that
adding the proposed sampling improves image quality, outperforming NeuS and
Neuralangelo by a mean of 0.04dB and 0.57dB on PSNR, respectively. Moreover,
when only regions of interest are evaluated, we observe a higher improvement
over NeuS (0.15dB) and about the same gain for Neuralangelo. 3D reconstruction
performance on the DTU and TNT datasets is shown in Tabs. 1 and 2. We notice
that even while relying on SfM priors, RegSDF achieves worse reconstruction
results while we improve against the backbones. In particular, we achieve state-
of-the-art performance with our sampling strategy coupled with Neuralangelo.

Ablation study: We ablate our sampling strategy using DTU. We follow pre-
vious methods and use a subset of DTU (24, 65, 97, and 122) to ablate the
method. Results are shown in Tab. 3. The ablations A1vsA2 show that surface
losses substantially improve 3D reconstruction while slightly decreasing image
quality. Ablations A2vsA3 assess the impact of view dependency, where fo-
cusing the sampling on occluded areas introduces uncertainty, diminishing both
image quality and 3D reconstruction accuracy. A2vsA4 illustrates the impact
of additional ray samples near the surface. These samples improve image quality
but have minimal effect on 3D reconstruction. Ablations A2vsA5 examines a
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Table 2: Quantative results
for TNT: Small improvement
in 3D from a decrease in image
quality.

PSNR ↑ F1 ↑

Neuralangelo 25.99 0.58
Neuralangelo + Ours 25.65 0.59

Table 3: Ablations: L–surface loss weight;
VD–view dependency; RU–uniform ray sam-
pling; FS–fixed s probability update.

Ablation L VD RU FS PSNR ↑ Chamfer ↓

A1 0 ✓ ✗ ✗ 35.44 0.82

A2 500 ✓ ✗ ✗ 35.24 0.57
A3 500 ✗ ✗ ✗ 34.91 1.04

A4 500 ✓ ✓ ✗ 34.82 0.58

A5 500 ✓ ✗ ✓ 35.22 0.58

constant value for s (logistic scale in Eq. 3) in probability updates. When using
a constant low-value for s, the 3D image space sampling produces high-variance
samples, preventing refinement and introducing uncertainty in the model.

Computational overhead: Evaluation overhead is insignificant. The 3D recon-
struction does not change since grid points are directly evaluated in the implicit
surface network. For image synthesis, only the λ-axis is sampled since u and v
are known (all pixels in the image). The overhead during evaluation is negligi-
ble (average +0.7%) when compared between Neuralangelo with and without
our sampling in DTU. Training overhead comes from interpolating the camera
weights and interpolating and sampling each axis for all cameras in the batch,
which amounts to an additional 10% of training time with our implementation.

6 Discussion

In this work, we explore the scene’s implicit surface representation to define a
novel sampling strategy for training implicit neural surface fields more effectively.
We propose a view-dependent and occlusion-aware 3D orthographic projection
space sampling conditioned on the image coordinates and depth for each cam-
era. We utilize this depth to regularize the scene’s surface during training. Our
strategy can be coupled with typical image sampling on neural surface pipelines
and does not depend on specific backbones. Experiments show that our pro-
posed sampling strategy improves both image synthesis and 3D reconstruction,
preserving the foreground details of the scene.

Future work involves extending our approach to incorporate other sources of
information, such as semantics or point clouds, to reduce in-ray uncertainties.
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In this supplementary material, we provide more qualitative results to showcase
the effectiveness of our sampling strategy at effectively rendering scenes from
novel views. Further, we show additional ablation studies, to demonstrate the
effect of the choice of different hyperparameters on our sampling strategy. Fi-
nally, we end this document by offering a formal mathematical underpinning of
our method. Besides, we also provide a video named results.mp4 (best viewed
in VLC Player), showing novel view rendering results by our proposed approach,
contrasting them against competing baselines. The following summarizes the sup-
plementary materials:

– Qualitative results;
– Additional ablation studies;
– Additional details of our method;
– Video showing novel view rendering results.

A Qualitative Results

We provide qualitative comparisons between our approach and competing base-
lines. Owing to the flexibility of our method, we can incorporate it into any neural
implicit surface rendering system. Therefore, we denote competing baselines by
their name, while our proposed approach is denoted by the baseline name + Ours.
We show image synthesis and reconstruction results for the Tanks and Temples
(TNT) dataset in Appendix A.1, and additional results for the BMVS [54] and
DTU [14] datasets in Appendices A.2 and A.3, respectively.

In addition, we observed that NeuralWarp’s framework for evaluating the 3D
meshes tends to remove critical surfaces, creating an unfair scenario when the
method does not exhibit boundary artifacts. Therefore, in this supplementary
material, we also present a qualitative evaluation of the SDF output with and
without the filtering process for the DTU dataset in Appendix A.4.

∗Work was partly done while interning at MERL.
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(a) Neuralangelo (b) Neuralangelo + Ours

Fig. A.1: TNT Barn: This figure shows an example of a rendered image and normal
map for Neuralangelo and Neuralangelo with our proposed sampler. With the sampler,
the sequence achieves a better 3D structure and greater details in regions where there
is less reach of light, whereas the original Neuralangelo has a spurious surface in those
regions.

A.1 Qualitative Results on Tanks and Temples

In this subsection, we present qualitative rendering and 3D reconstruction re-
sults on the TNT dataset, comparing the impact of introducing our sampling
strategy into Neuralangelo [20] versus the vanilla approach. Overall, as shown in
Figs. A.1 and A.2, we observe improved performance over the baseline by incor-
porating our method into it, with the less observed areas in the scene benefiting
the most by incorporating the proposed sampling and surface reconstruction loss
strategies (see Fig. A.1). However, as discussed in Sec. 5.2 in the main paper,
for sequences that are less object-oriented and feature larger-scale and more
complex environments the improvement is less significant due to the nature of
the sampling methodology, which focuses more on the object-centric regions in
the scene.

A.2 Qualitative Results on BMVS

The BMVS [54] dataset is a mixture of a large-scale environment, like TNT, and
a more object-centric dataset, like DTU, where a bigger foreground/background
separation exists. In Fig. A.3, where the background is more complex, NeuS
fails to reconstruct the 3D environment whereas NeuS+Ours performs well. We
surmise that the absence of 3D consistency constraints, mainly affects image
quality, given its role in retaining crucial information for preserving subtle surface
textures directly associated with image sharpness. In contrast, the baselines are
outperformed by incorporating the proposed sampler into them. NeuS with our
sampler results are as good as Neuralangelo’s. Neuralangelo with the proposed
sampler shows better results, obtaining sharper details and better image quality.
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(a) Neuralangelo (b) Neuralangelo + Ours

Fig. A.2: TNT Caterpillar: In this figure, we show the 3D reconstruction of the
Caterpillar sequence from TNT. The reconstruction from our methodology is more
complete and has fewer unwanted surfaces, as shown in the caterpillar bucket. Ad-
ditionally, there are more details and sharper surfaces, as seen on both wheels and
highlighted regions.

A.3 Qualitative Results on DTU

Upon further examination of the three datasets, the previously highlighted is-
sues, pertaining to lack of 3D consistency, difficulty in rendering less observed
portions of a scene, etc., persist when considering the DTU dataset. This is exem-
plified in Figs. A.4 and A.5, by comparing the rendering results of Neuralangelo
and NeuS with their counterparts that incorporate our sampling strategy. We
hypothesize that the lack of detail in the 3D surfaces in the baselines is due to
the absence of guided rays during training, which provides the necessary infor-
mation to retain the details of the surface texture. This is especially noticeable
in less frequently observed areas when rays are uniformly sampled in the pixel
space, as shown in the images on the right (with our proposed sampling strategy)
for each method in Fig. A.5. The additional samples and targeting of textured
regions contribute to more detailed visual representations, as shown in Fig. A.4.

A.4 Mesh Results without Filtering

Analyzing the direct SDF output of Neuralangelo and Neuralangelo + Ours mod-
els, it is observed that the proposed sampling results in fewer boundary artifacts
than the standard Neuralangelo, as shown in Fig. A.7. In scenes with more im-
ages where the floor is included, and there is no clear separation between the
background, like the ones shown in Fig. A.7, Neuralangelo introduces surfaces
around the boundary sphere on the back of the object. This becomes problematic
when no additional information, such as masks or SfM points, is considered. Our
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(a) NeuS (b) NeuS + Ours

(c) Neuralangelo (d) Neuralangelo + Ours

Fig. A.3: BMVS "Vase": This figure shows the image and normal synthesis of a more
complex scene in BMVS. NeuS is not able to reconstruct the scene. However, using our
sampler with NeuS, we can reconstruct the scene. The same is true for Neuralangelo.
The proposed methodology produces higher details and sharper edges.

proposed sampling, by directing rays towards regions with surfaces, effectively
reduces the occurrence of spurious boundary surfaces.

NeuralWarp’s framework4 incorporates a camera-based filter to assess the
models to eliminate such artifacts. However, this filtering approach tends to re-
move critical surfaces, which may be undesirable when the method does not ex-
hibit boundary artifacts, as shown in Fig. A.6. Nonetheless, consistent with prior
work, the quantitative results presented in the paper use NeuralWarp’s filter in
the DTU dataset. Therefore, for a more holistic understanding of model perfor-
mance, we show rendering results without this filtering in Figs. A.6 and A.7.

B Additional Ablation Studies

In this section, we present additional ablation studies. For a further analysis of
the proposed approach, see Sec. 5.2 of the main paper.

4Framework used for evaluating the 3D meshes.
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(a) NeuS (b) NeuS + Ours

(c) Neuralangelo (d) Neuralangelo + Ours

Fig. A.4: DTU 106: This figure shows the front (left) and back (right) reconstruction
for a DTU scan. With our methodology, less observed regions are more complete for
both backbones, with fewer unwanted surface areas in the back of each backbone.

Table B.1: Full Ablations: L–surface reconstruction loss weight; F–partition factor;
VD–view dependency; RU–uniform ray sampling; FS–fixed s probability update; Log–
using the logarithm of s for ray sampling.

Ablation L F VD RU FS Log PSNR ↑ Chamfer ↓

A0 0 1 ✓ ✗ ✗ ✗ 34.71 0.87

A1 0 2 ✓ ✗ ✗ ✗ 35.44 0.82

A2 - 10 10 2 ✓ ✗ ✗ ✗ 35.44 0.85

A2 - 500 500 2 ✓ ✗ ✗ ✗ 35.24 0.57
A3 500 2 ✗ ✗ ✗ ✗ 34.91 1.04

A4 500 2 ✓ ✓ ✗ ✗ 34.82 0.58

A5 500 2 ✓ ✗ ✓ ✗ 35.22 0.57

A6 500 2 ✓ ✗ ✗ ✓ 35.22 0.58

Interpolation: As seen in Fig. B.8, when interpolating the weights of the grids,
there is a trade-off between accuracy and computational time controlled by the
parameter F . The computational time is approximately proportional to F 3. Yet,
little difference is seen in the weight interpolation when increasing from F = 2 to
F = 4. Thus, we opted to let F = 2 in the paper’s experiments. Additionally, a
higher F reduces network uncertainty, as shown Tab. B.1. Comparing A0vsA1,
we observe that we improve image quality and 3D reconstruction by considering
the additional partitions.

Different Weights for Surface Reconstruction Loss: From Tab. B.1, we
observe that increasing the weight for the surface reconstruction losses produces
better overall results (A1 vs A2 – 10 vs A2 – 500). Modifying only the
sampling scheme, i.e., guided sampling, without considering additional 3D in-
formation during training, does not substantially improve the 3D reconstruction
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(a) NeuS (b) NeuS + Ours

(c) Neuralangelo (d) Neuralangelo + Ours

Fig. A.5: DTU 97: This figure shows texture synthesis using the proposed method.
The additional samples and targeting of object regions contribute to more detailed
visual representations, detailed by less blur and sharper details, compared with the
respective backbones.

results. Not using the loss or low values for the surface reconstruction loss, does
not produce much higher qualitative and quantitative results. We observe the
highest gains when the loss has a significant effect during training.

Ray Sampling Variance: As discussed in Sec. 4.5 of the main paper, additional
samples are added to the ray, for improved performance. Evaluating A2 – 500 vs

A4 and A6 shown in Tab. B.1, we observe that the variance of the distribution
from which these additional points are sampled does not make too much of a
difference. In A6, we sample ray points considering the Gaussian distribution ∼

N (λ̃, π2

3 log(s)2 ), with higher variance than A2. Since, during the loss computation,

s is considered and not log(s), spreading more points along the ray has very little
influence on the outcome.
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(a) Without Filter (b) With Filter

Fig. A.6: NeuralWarp’s filtering. NeuralWarp’s camera filtering, which takes ad-
vantage of the masks, removes areas in front of the object (e.g ., a hole in the nose)
while removing the unmasked region.

C Additional Details of Our Method

In this section, we provide more details about the proposed methodology. First,
we offer a basic notation for the camera transformations and the probability
densities in Appendix C.1. Then, we present additional details for the imple-
mentation of the interpolation scheme in Appendix C.2. Finally, we show how
the ray is created from this space in Appendix C.3.

C.1 Notations and Camera Transformations

This section defines the relevant notations, summarized in Tab. C.2 and the
additional details on the camera transformations.

Camera Transformations: We define the transformations from the world to
camera coordinates c, hc(·) : R

3 → R
3, and from the camera frame to the

orthogonal projection space, g(·) : R3 → R
3. hc(·) is defined by a rigid body

transformation with rotation Rc ∈ SO(3) and the camera location tc ∈ R
3:

 \label {eq:camera_transformation} \widehat \xvec _c = h_c(\xvec ) = \R ^T_c \xvec -\R _c^T \tvec _c.    




  (C.1)

The projection g(·) is defined as

  \uvec _c = g(\widehat \xvec _c) = \begin {bmatrix} \widehat x_c / \widehat z_c \\ \widehat y_c / \widehat z_c \\ \widehat z_c \end {bmatrix} = \begin {bmatrix} u_c \\ v_c \\ \lambda _c \end {bmatrix}.   




















  (C.2)

The transformation from world to projection space is the composition of both
functions: fc(x) = g(hc(x)). In the same spirit as before, to simplify notation,
we rewrite u = uc, R = Rc, and f(·) = fc(·).
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(a) Neuralangelo

(b) Neuralangelo + Ours

Fig. A.7: Unfiltered SDF output. This figure shows the SDF estimates of the output
mesh without additional filtering. The proposed sampling with Neuralangelo reduces
background boundary surfaces compared to the original Neuralangelo without any
additional scene information.

C.2 Interpolation

Given p(x) defined on a grid GX , we want to represent this PDF in camera
coordinates over a grid GU . In this subsection, we aim to obtain this new PDF
representing the probability distribution on the 3D image space U (space of 3D
parallel projection rays perpendicular to the image plane). To this end, we give
a proposition that relates the weights in one grid to another via interpolation,
accounting for the 3D projection f(·). The basic intuition is to account for the
deformation of the cells through f(·), discretize the grid finely, and associate the
probability mass with each smaller deformed cell to cells in the camera grid GU .
Note that v is not represented in the grid of the three-dimensional image space
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(a) F = 1 (0.19s)

(b) F = 2 (1.07s)

(c) F = 4 (8.31s)

Fig. B.8: Interpolation factor. This figure illustrates various interpolation factors
for DTU scan 83. The choice between F = 2 and F > 2 does not bring about a dras-
tic alteration in normalized weights; however, raising the factor leads to a significant
increase in update time. Decreasing it to 1 results in a high variance PDF.

GU . Instead, v is discretized according to the scene grid GX after applying the
camera transformation f(·), which we define as Gf(X ).

Using the change of coordinates transformation, we can equate p(x) such
that

 \label {eq:change_coord_sup2} p(\xvec ) = p(f^{-1}(\vvec ))\Big |\frac {\partial f^{-1}(\vvec )}{\partial \vvec }\Big |.  





 (C.3)

Now, applying the chain rule, one can write
 \label {eq:partial_derivatives} \left | \frac {\partial f^{-1}(\vvec )}{\partial \vvec } \right | = \left | \frac {\partial h^{-1}(\hat {\xvec })}{\partial \hat \xvec } \right | \left | \frac {\partial g^{-1}(\vvec )}{\partial \vvec } \right | = \left | \R \right | \left | \eta ^2 \right | = \eta ^2, 
















 


   (C.4)
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Table C.2: Summary of some important notations.

Notation Description

x ∈ X A point in the 3D scene space.
u ∈ U A point in the 3D orthographic projection space.

h(·), g(·), f(·) Camera extrinsic, intrinsic, and 3D projection.

v ∈ U
A point in the 3D orthogonal projection space from
the transformation of x, f(x).

GA Grid in space A.
p(a) PDF defined by the weights and a grid GA.
S(x) SDF value for a 3D scene space point.

φs(S(xi)), σi, αi Probability value, density, and opacity at 3D point i.

where R is the rotation from the camera to world coordinates, defined in Eq. C.1.
Note that in the coordinate system of v ∈ U , η is the distance orthogonal from the
point to the image plane, i.e., the depth, which implies η > 0. From Eq. C.4, we
can trivially prove that h(·) and g(·) are bijective since both have determinants
different than zero and are invertible, by definition. To compute the probability in
the new coordinate system, we take Eqs. 7 and C.4 and solve for the probability
in the image space

 \label {eq:change_var_sup} p(f^{-1}(\vvec )) = \eta ^{-2} p(\xvec ), \ \ \forall \ \vvec \in f(\Xcal ),         (C.5)

considering the grids and their probabilities defined in Sec. 3.2, we take Eq. C.5

and assume η to be approximately constant in each cell.
We start by discretizing GX more finely to get the weights. Each cell with

probability p(x) is partitioned into F 3 cells of equal volume with the probability
of p(xf ), where p(xf ) =

1
F 3 p(x) and xf ∈ GF

X ⊂ GX . The partition divides each
axis into F equal parts. Then, we extend Eq. C.5 for the partitioned cells in the
transformed grid GF

f(X ):

 \label {eq:change_var_part_sup} p(f^{-1}(\vvec _f)) = \eta ^{-2} p(\xvec _f), \ \ \forall \ \vvec _f \in \Gcal _{f(\Xcal )}^F,        
  (C.6)

To interpolate the weights of p(u), we sum all vf that are inside of the cell u,
as shown in Fig. C.9. It is important to note that, with the increasing value of
F , the volume of each partitioned cell converges to zero.

The computation of PDFs in the camera frame according to this interpolation
scheme is appealing from a computational point of view, as the condition in the
summation can be checked by f(x) ∈ U and vectorized. Furthermore, changing
the parameter F can control the computational complexity. We found it sufficient
to let F = 2, as motivated in Appendix B. A representation of the interpolation
scheme with the partitions is shown in Fig. C.9.

Relationship with Normalizing Flow: Equation C.5 shows the change of
variables of a probability distribution from calculus. Normalizing flow is a gener-
ative technique to learn probability distributions from a sequence of latent space
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Fig. C.9: 2D illustration of the interpolation scheme. This figure shows a rep-
resentation of Eq. C.6 in 2 dimensions. First, the scene grid GX is partitioned into
smaller cells with F , shown in light blue. Then, the partitioned grid is transformed
according to f(·), Gf(X ), which intersects the image grid GU . Finally, to compute the
weight on the image grid for each cell, the cell centers from the partitioned and trans-
formed scene grid that lie within a specific image space cell are all summed according
to their partitioned probability. Note that all smaller cells in the image space cell are
evaluated in the inverse transformation to the scene space in the proposition. Still, the
computation relates to the image space as depicted.

changes. Recent usage in neural fields [37] is to learn stochastic radiances and
densities from the latent space and rays. The last latent spaces are the estimated
radiance and the density used in the rendering. Instead, our method approxi-
mates a camera density distribution from the surface representation and the
world-to-image transformation. Our change of variables is fixed for each cam-
era, and the probability is used for 3D image/ray sampling and not used in the
rendering process. There are no stochastic sequences to learn from, as used in
Normalizing flow methods.

C.3 Ray Formation

From the sampled point in the 3D image space ũ, we compute the ray for the
neural rendering pipeline of the camera pose. We use the reverse transformation
to the scene space to define the rays using f−1(·) from the 3D image space. The
ray passing through the point ũ is defined by a direction:

  \widetilde \dvec = \frac {f^{-1}(\widetilde \uvec ) - \cvec }{||f^{-1}(\widetilde \uvec ) - \cvec ||}, 



 (C.7)

where c denotes the camera center and ||·|| is the euclidean norm. Subsequently,

points in the world space along the ray are parameterized as xũ = c+λd̃, where
λ > 0 is the depth sampled along the ray.
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