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I. INTRODUCTION

Autonomous legged locomotion typically employs sophisticated planners and/or controllers, whose success and stability are directly dependent on an accurate state estimation system. However, state estimation for legged robots is difficult because dynamic motion produced by footsteps can cause camera motion blur, making vision data less reliable. Due to constantly making and breaking contact, along with slipping, kinematic information can be error prone as well, particularly in environments with large disturbances (i.e., obstacles) or compliant surfaces. Because legged robots produce dynamic motion which demands high frequency control, low computational cost then becomes a necessary design requirement for state estimation systems. Overall, state estimation methods on legged robots can be subdivided into several design approaches. For example, methods that employ Kalman filtering on either proprioception alone [1], combining proprioception with exteroceptive information [2], using optimization [3] or neural networks [4] on some part of the overall estimation framework, and/or with the addition of factor graphs [5].

In this work, we take a hybrid approach that combines model-based Kalman filtering, optimization, and learning methods for state estimation using proprioception and exteroceptive information. The motivation of this approach is to facilitate fast nonlinear modeling in Visual-Inertial Odometry (VIO) estimation while addressing the limitations of pure model-based methods in capturing error from inaccurate state or measurement models, and achieve generalization in learning by incorporating domain knowledge.

Specifically, we use a Kalman filter that takes as input joint encoder and IMU measurements, and employ a single-rigid body model to propagate states by using the ground reaction force control outputs from a convex Model Predictive Control (MPC) optimization [6]. The output of this Kalman filter, along with the state input history over a receding time horizon, is then fed as input to a Gated Recurrent Unit neural network (GRU).

Additionally, the GRU uses as input the latent space representation of depth images through a Vision Transformer (ViT) [7], which helps provide information not only on robot height, but can infer semantic information about its environment to help the estimator. After an offline training phase using a loss function which compares its prediction with the ground truth state output provided by a motion capture (MoCap) system, the goal of the GRU is to update (or correct) the Kalman filter state output to help alleviate the nonlinearities that may exist from noisy measurements and inaccuracies of our single-rigid body model. Using this hybrid approach, we will demonstrate the improved generalization capabilities...
of our GRU. Specifically, our GRU leverages the Kalman filter’s output knowledge and image latent space vector, while remaining robust in predicting state components even in scenarios where our model-based Kalman filter assumptions break down, such as assuming non-slipping conditions and small angle approximations in roll and pitch, see Sec. II-C.

This paper presents the following contributions:

1) We combine a model-based Kalman filter with the ability of learning nonlinearities through a GRU and ViT. Our estimator provides both the robot’s trunk state and the associated predictive uncertainty.

2) For our Kalman filter, we consider joint encoder and IMU measurements, and reuse the control outputs from a convex MPC for the filter’s system model.

3) We demonstrate our state estimator on hardware using a quadruped robot on various terrains and demonstrate a 65% improvement against a state-of-the-art VIO Simultaneous Localization and Mapping (SLAM) baseline [8] using the Root Mean Squared Error (RMSE) as our validation metric.

A. Related Works

In [1], an Extended Kalman Filter (EKF) approach was used on the Atlas bipedal robot, where the measurements include the velocity derived from the integration of leg odometry. An EKF was also employed in [9] to fuse leg kinematics and IMU information, and an a Unscented Kalman Filter (UKF) in [10] to better handle the nonlinearities of slippery terrain. However, these methods suffer from linearization errors [11]. Additionally, these works do not consider vision or other exteroceptive information which may impose drift over long term operation, which may be avoided in areas cameras can be applied.

One solution is to employ both proprioception and exteroceptive information through SLAM [2], [12], visual odometry [13], [14], or more currently, VIO SLAM [15]–[17]. However, while these works benefit from the simplicity and computational efficiency of Kalman filter methods, they are still limited by their requirement to approximate highly nonlinear systems and rely on sufficient initial conditions. In our case, employing a simple Kalman filter to estimate the robot’s state, when utilized as input for the GRU, enhances the GRU’s performance, especially concerning velocity components in unseen datasets (see Sec. III-A).

Due to these issues associated with methods that rely purely on Kalman filtering, some works, such as in [3], employ state estimation through Quadratic Programming (QP), which considers both the modeling and measurement error within its cost function. However, while their QP works well in simulation, where their measurement noise appears relatively low, they do not compare their algorithm against ground truth on the real robot (e.g., using a motion capture system). Instead, they only compare their QP against a Kalman filter on the real robot without ground truth. Although our use of QP differs from the work in [3], using QP for state estimation is a realistic option due to the recent advancement of computers. In our case, we use a convex MPC QP program [6] which computes ground reaction forces that actuate a robot to help follow a user’s reference trajectory. Thus, from their model formulation, these forces embed information of the user’s reference trajectory (e.g., velocity command), and also the previous state estimator output. These forces are then reused as part of our Kalman filter’s system model to propagate the state to the next time step.

In this work, we further correct any errors due to nonlinearities that occur from the model and measurements through a GRU. Using learning to correct for model errors is validated by several works. For example, using IMU-only state estimation on pedestrian motion [4] using a neural network, learning model/measurement errors through a Recurrent Neural Network (RNN) with a neural network to learn the residual errors between a dynamic model and the real robot [19]. However, many of these works, such as [18]–[21], focus more on smoothing, imputation, or error prediction, rather than providing an end-to-end state estimation system.

To incorporate a history of states and measurements for estimating the current state can be done through factor graphs. For example, [5] uses factor graphs to combine motion priors with kinematics based on historical state and measurement data. While contact state estimation can be useful, it’s not always required as shown in [22], which uses factor graphs with inertial, leg, and visual odometry on soft and slippery surfaces without requiring force/torque sensors. However, factor graphs come with certain limitations. They necessitate an accurate dynamic model and encounter scalability challenges when dealing with significantly expanded input state spaces, which can result in substantial computational overhead. We address these issues using a GRU, which allows us to employ a greater number of state variables while also considering time-series inputs without significant computational effort. Additionally, instead of using the entire depth image as input, we use a ViT to down-scale the image into a smaller latent space, making the overall GRU faster to train.

Perhaps the work most similar to ours can be found in [23], which learns the Kalman gain parameters through a GRU for state estimation. However, there are several distinct differences besides the methodology itself. For one, we explicitly learn not only the state estimate but also the potential error associated with the networks’ prediction at each time step. This serves as an indicator for situations involving high prediction errors where we can still utilize the Kalman filter’s output, as it operates independently of any learning components. Lastly, we incorporate vision as part of the error prediction, and apply our methods on complex hardware online. To our knowledge, we are the first to develop an end-to-end nonlinear state estimation system for legged robots, which directly employs the output of a machine learning (ML) model while enhanced by the integration of the Kalman filter and depth encoder into its input space. We outperform a state-of-the-art VIO SLAM solution with our approach.
of explicitly measuring it), as errors associated with our Kalman filter are corrected by the second step described by:

\[
O_k = \delta(\hat{x}_k \sim N; k; L_{\text{depth}}^k, \hat{p}_k \sim N; k, \hat{P}_k \sim N; k; \alpha_k \sim N; k, f_k \sim N; k)
\]

where \(\delta\) is a function describing the GRU (see Sec. II-E), with the following inputs: \(\hat{x}_k \sim N; k\), which is the estimated trunk state from (1), \(L_{\text{depth}}^k\), the latent space of the depth image from our ViT described in Sec. II-E, \(\hat{p}_k \sim N; k\), and \(\hat{P}_k \sim N; k\) are the estimated footstep positions and velocities (obtained from the joint encoder positions and velocities, as explained in Sec. II-B), \(\alpha_k \sim N; k\) and \(f_k \sim N; k\) are the same ground reaction forces described in (1), the GRU output is given by \(O_k = [\hat{x}_k, \mu_k]\), where \(\hat{x}_k\) is the updated trunk state and \(\mu_k\) is the absolute error between the GRU prediction and ground truth \(x_\text{mocap}^n\) written as \([\hat{x}_k - x_\text{mocap}^n]\), and we use \(N\) time steps to indicate the recurrent nature of the GRU. We include ground reaction forces as inputs as they contain information on the reference trajectory and contact sequence from the MPC optimization, and depth images to convey robot height and environmental semantics in our training procedure.

The main motivation for our use of the Kalman filter within our learning algorithm is the following: (1) The filter offers a reasonable initial estimation of the state, serving as a warm-start for our network and leverages the received domain knowledge, useful for generalization. We substantiate this claim through an ablation study in which we exclude the Kalman filter state as input to the GRU, resulting in a noticeable decline in overall performance (refer to Section II-A). (2) As we also acquire knowledge of the uncertainty associated with the GRU prediction, we can identify estimates that may carry significant errors. In such instances, users can rely on the Kalman filter estimate, as it remains unaffected by any learning components.

B. Measurements

For our Kalman filter described in Sec. II-D we use IMU measurements that provide the Euler angles of the trunk (converted from raw quaternion values) \(\theta_{\text{imu}} = [\theta_z, \theta_y, \theta_x]^T\) (roll, pitch, and yaw), and corresponding angular velocity \(\omega_{\text{imu}} = [\omega_z, \omega_y, \omega_x]^T\). To measure the linear velocity of the trunk we first convert joint encoder position \(X\) and velocity \(\dot{X}\) using the Jacobian (J) into footstep velocities or \(p = J(\Theta)\dot{\Theta}\). Leg odometry can then measure linear velocity of the trunk, \(v_\text{odom} = [v_z, v_y, v_x]^T\), and robot height, \(r_z\), using the following relationship:
where \( n \) is the number of feet, and \( n_c \) is the number of feet in contact with the ground, and \( p_2 \) is the height component of the footstep (received from forward kinematics of joint encoder position), and \( R_k^w \) is the rotation matrix from body to world frame. Note, this measurement assumes no foot slippage. Lastly, for the training module described in Sec. II-E, we will measure motion capture data symbolized by \( x^{\text{mocap}} \), and the raw depth image as \( I^{\text{depth}} \).

### C. Model

The model used for our Kalman filter is based on the single-rigid body that is subject to forces at a contact patch. While ignoring leg dynamics and assuming small angle approximations in roll and pitch [6] does simplify the actual robot dynamics, we argue that the decreased computational cost outweighs this issue. The added error due to the model’s simplification can also be accounted for by the introduction of our learning module discussed in Sec. II-E. Simplifying this model’s nonlinear dynamics through approximations [6] and expressing it in discrete-time form yields:

\[
x_{k+1} = \text{Dyn}(x_k, f_k)
\]

where \( x_k \) is the trunk state of the robot, the ground reaction forces are represented by \( f_k \) for each foot \( i \), \( m \) is the total mass of the robot, \( g \) is the gravity vector, \( \hat{I} \) is the inertia tensor matrix in world coordinates, \( p_{i,k}^b \) is the footstep position of foot \( i \) in the body frame, \( \Delta T \) is the discretized time step, and lastly, \( [\cdot]_x \) is defined as the skew-symmetric matrix (same definition as used in [6]). We can rewrite (5):

\[
x_{k+1} = (I_{12} + A_k \Delta T)x_k + (B_k \Delta T)f_k + g \Delta T
\]

where \( I_{12} \in \mathbb{R}^{12 \times 12} \) is an identity matrix (not to be confused notionally with the inertia tensor matrix \( \hat{I} \)), \( f_k \in \mathbb{R}^{3n \times 1} \) is the ground reaction force vector (consisting of the \( x \), \( y \), and \( z \) components of force), stacked vertically for each of the \( n \) feet, and \( g \in \mathbb{R}^{1 \times 1} \) is the gravity vector, or \( g = [0, 0, 0, 0, 0, 0, 0, 0, -9.81]^T \), and \( A_k \in \mathbb{R}^{12 \times 12} \) and \( B_k \in \mathbb{R}^{12 \times 3n} \) represent the discrete-time system dynamics:

\[
A_k = \begin{bmatrix}
0_3 & 0_3 & R_{h,k}^T & 0_3 \\
0_3 & 0_3 & 0_3 & I_3 \\
0_3 & 0_3 & 0_3 & I_3 \\
0_3 & 0_3 & 0_3 & I_3 \\
\end{bmatrix}
\]

\[
B_k = \begin{bmatrix}
0_3 & \cdots & 0_3 \\
0_3 & \cdots & 0_3 \\
\hat{I}^{-1} [p_{i,k}^b] \times \hat{I}^{-1} [p_{i,k}^b] & \cdots & \hat{I}^{-1} [p_{i,k}^b] \times \\
I_3/m & \cdots & I_3/m
\end{bmatrix}
\]

During operation of the robot, the MPC QP outputs ground reaction forces of the feet in contact with the ground, which are assigned into joint motor torques. These outputs enable the robot trunk to follow a reference state over a time horizon [6]. Thus, we can simply use these forces with the trunk state and footstep positions at time step \( k \) in the model described by (5), to predict the trunk state at time step \( k+1 \).

### D. Kalman Filter

From Sections II-B and II-C we have the necessary information to use the Kalman filter equations, which are:

1) Prediction:

\[
x_{k|k-1} = \text{Dyn}(x_{k-1|k-1}, f_{k-1|k-1})
\]

\[
P_{k|k-1} = F_k P_{k-1|k-1} F_k^T + Q
\]

2) Update:

\[
\hat{y}_k = z_k - H \hat{x}_{k|k-1}
\]

\[
S_k = H P_{k|k-1} H^T + R
\]

\[
K_k = P_{k|k-1} H^T S_k^{-1}
\]

\[
\hat{x}_{k|k} = \hat{x}_{k|k-1} + K_k \hat{y}_k
\]

\[
P_{k|k} = (I_{12} - K_k H) P_{k|k-1}
\]

where \( F_k = e^{(A_k \Delta T)} \), \( z_k \in \mathbb{R}^{10 \times 1} \) are the measurements received directly from the heading angles of the IMU and odometry (see Sec. II-B) written as \( z_k = [\theta_{imu}^x \theta_{imu}^y \omega^x \omega^y \omega^z]^T \). Thus, \( H \in \mathbb{R}^{10 \times 12} \), selecting the components of \( \hat{x}_k \) that match the components of \( \hat{z}_k \), or all components except for \( r_x \) and \( r_y \) horizontal trunk position.

### E. Improving Estimation through Learning

A ML approach is employed to consider nonlinearities associated with model and measurement error to better estimate the state of the robot’s trunk (see Fig. [5]). The approach includes training a ViT and then using the ViT model to train a GRU offline, before employing them simultaneously in the testing phase online. We first collect the following data used for our learning modules (the robot moved randomly in all terrains except for slippery and inclined surfaces,
where it was commanded to move straight): the ground truth state of the robot’s trunk using a motion capture system or \(x_{\text{mocap}}\), joint positions and velocities, IMU data or \(a_{\text{imu}}\) and \(\dot{a}_{\text{imu}}\), depth images or \(I_{\text{depth}}\), control outputs of our MPC controller, or \(f\) (see Sec. II-C), and foot contact reference matrix \(C\). We can then make use of \(I\) and the data collected to calculate the output of the Kalman filter, or \(\hat{x}\), at each time step during collection. We use an autoencoder to convert the raw depth image \(I_{\text{depth}}\) to the latent space \(L_{\text{depth}}\) through a ViT architecture similar to [7]. By applying various operations such as rotation, flipping, and zooming on the collected depth images (to facilitate generality of the images for training), we convert these depth images into grayscale and then input them to the encoder. The encoder consists of a patch size equal to 16, embedding dimension of 128, depth of 4, multi-layer perception ratio of 4, and number of heads equal to 4. The decoder consists of these same hyperparameters. The AdamW [24] optimizer is used with weight decay of 0.1, learning rate of \(4e^{-4}\), and \(\beta_1 = 0.90\), \(\beta_2 = 0.95\). The Mean Squared Error (MSE) loss function is used to minimize the error between the original depth image, and the reconstructed depth image from the output of our decoder. After training, we use the encoder output to represent the latent space of our depth image (\(L_{\text{depth}}\)).

We then use \(\hat{\delta}\) to predict the state of the robot’s trunk using the GRU (\(\delta\)), which requires the Kalman filter estimate of the trunk, latent space of the depth image, odometry (i.e., \(p\) and \(p\)), IMU, and ground reaction forces as input, over a receding horizon of \(N\) time steps (we chose \(N = 10\)). \(\delta\) also outputs the error between the predicted state output and the ground truth, or \(\mu = |\hat{x} - x_{\text{mocap}}|\), which is learned during training. In other words, \(\mu\) helps provide an indicator of uncertainty of our GRU model. This uncertainty may be useful in a stochastic control/planning framework, or used as an indicator to employ the estimate from the Kalman filter instead of the GRU model in certain cases (i.e., \(\hat{x}\) instead of \(x\)). The GRU uses a learning rate of \(1e^{-5}\), number of hidden layers of 4 with each layer of size 128, batch size of 64, Adam optimizer with weight decay of \(1e^{-5}\), and with MSE as our loss function. We also normalize the input and output data from 0 to 1 (using min/max of dataset) to help stabilize the training. See (B) and (C) in Fig. 3 for the training loss of the autoencoder and GRU respectively.

III. EXPERIMENTAL VALIDATION

For data collection, we used six VICON Vero v2.2 cameras running at 330 Hz to estimate the ground truth trunk state of our SCALER robot [25]. We compare OptiState with VIO SLAM from the the Intel RealSense T265 camera [8] running at 200 Hz. For collecting depth images, we use the Intel RealSense D435 camera pointed at a 45° angle to the ground, running at 60 Hz. Our encoder runs up to 500 Hz, which is well above the frequency of our camera. Note, our GRU estimator (i.e., up to 1600 Hz) is limited by the frequency of our motion capture system (i.e., 330 Hz), where lower frequency components are simply repeated during the training procedure. Evaluation was done on an Intel i7 8850H CPU with a Quadro 3200 GPU. As the T265 camera is our main baseline, and to compare this baseline with our architecture, we down-sample our GRU estimation to 200 Hz, with \(\Delta T = 0.005\) s when plotting results.

A. Results

Overall, we collected 16 different trajectories for training the GRU using a trot gait, where each trajectory lasted between 1 to 2 minutes (total of \(\approx 288,000\) data points) and included flat, slippery, incline, and rough terrain. See Fig. 1 and accompanied video for the robot motion during collection. After training, we evaluate on four trajectories previously unseen during training (one trajectory per surface). The results of the testing phase are shown in (A), (B) and (C) of Fig. 4. Note that in (A), we display only a portion of the four trajectories and baseline comparison for easier visibility. However, in (B), we computed the Root Mean Squared Error (RMSE) between the ground truth and the estimation algorithm over the entire evaluation testing set, which totals 72,000 data points at \(\Delta T = 0.005\) s. In (A), we see that both OptiState and VIO SLAM performed well, though VIO SLAM struggled more with predicting linear velocity and, notably, the robot’s \(z\) height which becomes apparent during the incline and especially on rough terrain. This may be due to the fact that our rough terrain contains compliant surfaces, which can easily disrupt estimation systems and produce drift particularly in \(z\) height.
In (B), we compared our estimation algorithm, OptiState, under three different conditions: one without the Kalman filter state $\hat{x}$ as input to the GRU, another without the vision component or $L^{\text{depth}}$ as input to the GRU, and using the Kalman filter alone as described in Sec. II-D. We also included a baseline comparison with the VIO SLAM method (T265). In (C), we compared RMSE percent improvements over our VIO SLAM baseline for each state component, with the average percentage across all state components shown in the right-most column. OptiState’s percent improvement was generally higher by not excluding the Kalman filter state or depth image input, except for $\hat{y}$, confirming the importance of including these inputs into our GRU. OptiState outperformed both the Kalman filter and VIO SLAM for all components. The Kalman filter had the poorest performance at average RMSE improvement of -52%, while OptiState performed the best at 65%. The Kalman filter’s errors may be due to slippery and rough terrain conditions, which can violate the model’s assumptions (see Sec. II-C). However, the Kalman filter showed less error in velocities. Note that during evaluation, the trace of $P$ (covariance matrix) of the Kalman filter never diverged. The deviation between trace values throughout the entire testing trajectories remained within a small range, always less than $10^{-5}$. In Fig. 5, we show one example on how $\mu$, which predicts the absolute error between the GRU estimate and the ground truth, can highlight potential prediction errors. It correctly predicts higher uncertainty when the GRU estimate is less accurate.

IV. LIMITATIONS AND CONCLUSION

In this work, we demonstrated state estimation of legged robots using joint encoder information, IMU measurements, a ViT autoencoder, and outputs of a Kalman filter that reuses the control forces from MPC in its system model, wrapped within a GRU framework. In addition to predicting the trunk state of the robot, we also showed that we can predict the uncertainty or error of the GRU’s prediction. Although OptiState showed improved performance for all states compared to VIO SLAM, there are several limitations to using our approach. First, although the GRU can reach up to 1600 Hz, we must note that the quality and frequency of our estimation is predicated on the ground truth setup (i.e., in our setup, up to 330 Hz). Because we employed a motion capture system for ground truth with a limited training space, accurate prediction of $x$ and $y$ world coordinate positions is challenging when the robot goes beyond this space—although velocity components can be predicted normally. In these cases, the user may integrate the velocity components of the GRU predictions to get a more accurate position, although accumulation of drift would occur. Overall, we have created a robust state estimation system for legged robots using a hybrid ML-Kalman filter approach, and emphasize ground truth motion capture collection as a key area of future improvement.
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