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Abstract

While state-of-the-art object detection methods have reached some level of maturity for regular RGB images, there is still some distance to be covered before these methods perform comparably on Infrared (IR) images. The primary bottleneck towards accomplishing this goal is the lack of sufficient labeled training data in the IR modality, owing to the cost of acquiring such data. Realizing that object detection methods for the RGB modality are quite robust (at least for some commonplace classes, like person, car, etc.), thanks to the giant training sets that exist, in this work we seek to leverage cues from the RGB modality to scale object detectors to the IR modality, while preserving model performance in the RGB modality. At the core of our method, is a novel tensor decomposition method called TensorFact which splits the convolution kernels of a layer of a Convolutional Neural Network (CNN) into low-rank factor matrices, with fewer parameters than the original CNN. We first pre-train these factor matrices on the RGB modality, for which plenty of training data are assumed to exist and then augment only a few trainable parameters for training on the IR modality— to avoid over-fitting, while encouraging them to capture complementary cues from those trained only on the RGB modality. We validate our approach empirically by first assessing how well our TensorFact decomposed network performs at the task of detecting objects in RGB images vis-à-vis the original network and then look at how well it adapts to IR images of the FLIR ADAS v1 dataset. For the latter, we train models under scenarios that pose challenges stemming from data paucity. From the experiments, we observe that: (i) TensorFact shows performance gains on RGB images; (ii) further, this pre-trained model, when fine-tuned, outperforms a standard state-of-the-art object detector on the FLIR ADAS v1 dataset by about 4% in terms of mAP 50 score.
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Abstract
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1. Introduction

The success of deep neural networks in core computer vision tasks, such as image denoising [42], image classification [44], object detection [8, 40], etc. can at least in part be attributed to the availability of large-scale labeled training data [46], which allows these models (with lots of parameters) to avoid over-fitting [11]. This has resulted in wide-ranging applicability of these methods in tasks such as pedestrian detection in vehicles [35], face detection [48], vehicle counting [57], etc.

One key element that made such large-scale data available,
is the ubiquity of good quality RGB cameras, which come at throwaway prices. This coupled with the popularity of online platforms for sharing content widely, including social media sites such as YouTube or Meta, meant that sharing such images at a large-scale became commonplace.

However, from the standpoint of certain applications, such as autonomous driving, regular RGB images fall short on some important counts. For instance, while RGB images can provide clear visualization of the surroundings during the day, at night, RGB images are only useful if there is sufficient street lighting, etc. In scenarios where the ambient light is insufficient, passive thermal Infrared (IR) cameras come in handy for tasks such as pedestrian detection, as thermal IR sensors capture scenes at wavelengths beyond the visible spectrum and are sensitive to warm objects, such as the human body [4]. Nonetheless, one catch that remains is that IR cameras are not as cheap as their RGB counterparts and are thus not as ubiquitous. This poses a major hurdle in acquiring the profuse amounts of images needed to train deep networks that could operate on IR images at performance levels similar to their RGB counterparts. In such conditions, an overparameterized model results in overfitting, which has an impact on model generalisation and performance. Therefore, a reduction in the number of parameters may be needed for improved performance. Low-rank factorization methods are among the most popular methods towards this end and are utilized for different deep learning applications [22, 23, 41].

While the success of deep neural networks today spans several computer vision tasks, the task of object detection is of particular interest in this paper. The task entails localizing the pixels which an object occupies in an image as well as labeling the cluster of pixels with the class to which the said object belongs. Solving this task is crucial, since it permits acquiring a greater understanding of what an image contains and is often a first step towards understanding the scene [32]. Given the importance of IR images, as a modality for the task of scene understanding, designing effective object detection models that work on such data becomes critical. Nonetheless, the paucity of sufficient training data (i.e., datasets with lots of IR images) continues to present a challenge to this end.

In this work, we leverage the observation that while sufficient training data in the IR modality may be difficult to find, such data for the RGB modality is easily available. The key idea in our approach then, is to train an object detection model in the RGB modality and to then transfer the common cross-modal cues to the IR modality where only a few parameters can be trained to capture the complementary cues necessary for successfully detecting objects in the IR image space. Concretely, we devise a novel method called TensorFact, which splits the convolution kernel weights of a CNN layer into low-rank factor matrices, with fewer trainable parameters. These factor matrices can be trained to capture the common cues for detecting objects, across modalities, by leveraging the RGB data. These weights can then be augmented with only a few, new learnable parameters to capture the cues specific to the IR modality. This design allows us to train only the relatively small number of IR modality-specific weights when training with IR images, allowing us to prevent over-fitting. Note that naïvely applying domain adaptation methods [1] to transfer from RGB to IR modality fails because here the modality itself switches between the source (RGB) and the target (IR) which represents a big shift in the data distribution.

We conduct experiments on the FLIR ADAS v1 dataset [49] of IR images to empirically validate the efficacy of our method. To derive the common object detection cues from RGB images, we use the FLIR Aligned RGB [13] images. Our experiments show that TensorFact decomposition assists with achieving better object detection performance both on RGB and IR images, even when the latter has few training samples. In particular, in the IR dataset (FLIR ADAS v1), our method outperforms a competing state-of-the-art object detection model [51] by 4% on mAP 50, underscoring the efficacy of our method. Figure 1 contrasts detections obtained by our method in comparison to a recent state-of-the-art detection baseline, YOLOv7 [51], on the FLIR ADAS v1 dataset. From the figure, we see that our approach is more capable of detecting objects of different sizes, compared to the state-of-the-art approach.

We summarize below the core contributions of our work.

- We present TensorFact, a novel tensor decomposition-based method that can leverage both modality-specific and cross-modal cues for effective object detection in the IR modality, where acquiring sufficient training data is a challenge.
- Our experiments reveal that our proposed method outperforms competing approaches at the task of object detection in a data sparse IR modality, with only 62 training images, by 4% on mAP 50.
- Our formulation also offers a supplementary contribution to the RGB modality, yielding a compressed neural network that improves object detection in this modality.

2. Related works

In this section, we discuss relevant prior works to our paper and present the distinction between these approaches and our method.

Object detection approaches in IR images: The journey of object detection in RGB images, using deep learning, has come a long way [36, 38, 41, 51]. The inception of a two-stage object detection process involving proposal generation and object class prediction, initiated by the work of Girshick et al. [16] for RGB images, laid the foundation for the
field. However, the computational intensity of the process necessitated faster successors [15, 18, 38, 47, 50]. However, porting these approaches to the realm of IR image object detection, has posed certain challenges. The study by Ghose et al. [14] and Devagupta et al. [7] sought to enhance infrared image features using saliency maps and multimodal Faster R-CNN, respectively. These efforts, however, encountered challenges such as slow inference speed, non end-to-end multitask training, and a lack of general applicability across different datasets.

To overcome the limitations of two-stage detectors, the work by Redmon and Farhadi [36] introduced a one-stage detector, YOLO, which considered each image cell as a proposal for object detection and achieved end-to-end real-time detection. YOLO’s evolution into YOLOv3 [37], YOLOv4 [3], and its subsequent variants, as documented by Kristo et al. [26], has accelerated the detection of objects both in RGB and IR images, though issues of omission of small-scale objects and low detection accuracy persist.

Innovative modifications like the SE block in SE-YOLO [27] and the attention module, CIoU loss, improved Soft-NMS, and depthwise separable convolution in YOLO-ACN [31] were proposed to improve detection accuracy, but they still grapple with challenges like large parameter sizes and applicability to embedded settings.

Other one-stage models have been explored, including ThermalDet [5] and TIRNet [6], each of which offers different solutions to the aforesaid problems but falls short when tested in real-world, non-curated datasets. Song et al. [45] proposed a multispectral feature fusion network based on YOLOv3, showing promise for smaller-sized images.

The YOLO series has shown considerable potential for IR object detection and several variants to it have been proposed. This includes the network of Shuigen et al. [43], an attention mechanism-infused YOLOv3 [14], and a YOLOv3 enhanced with a category balance loss term [30]. Further refinements in object detection have been achieved by using the SAF architecture [34] and the YOLO-FIRI model [29], which incorporate optimization parameters, introduce dilated convolutional block attention modules, and enable the detection of smaller IR targets. Zhao et al. [58] and Du et al. [10] have contributed to the field by improving the fusion method of YOLOv3 and leveraging YOLOv4 to enhance IR target features, respectively, paving a promising path for future IR object detection research. While we consider these models for designing the backbone of our proposed approach but none of them provide a way to mitigate the data paucity issue in the IR modality which we address front and center.

**Domain adaptation methods:** The community has explored domain adaptation methods to overcome the challenges associated with less training data in certain domains. Towards this end, several works have been proposed [17, 39, 53, 54, 56], which include those that progressively transition from one domain to another [21], or transition through multiple levels of granularity [59], or use semi-supervised [9, 52] or unsupervised learning [28, 55] techniques for the same. Nonetheless, these approaches tackle scenarios which represent reasonably minor shifts in the domain of the input data, say from clear RGB images to foggy RGB images [12] and so on. However, our task, deals with much larger-scale shifts in the type of input, in particular from RGB to IR modalities. The change is so stark that certain objects are visible in a given modality, only under specific scenarios. For instance, warm-bodied, dimly lit objects are visible only in the IR images but are very difficult to see in RGB images. This prevents us from trivially adapting these approaches for our task. While some more recent methods have looked into domain adaptation techniques for IR detection tasks, these are fairly limited in scope [20, 24] and focus mostly on detecting people, not other classes. Importantly, none of these approaches simulate the training data paucity scenario, for the IR modality, something we consider in this work.

### 3. Proposed approach

In this work, we propose TensorFact – a novel tensor decomposition-based method designed to tackle the paucity of labeled training data in the IR modality. It effectively leverages knowledge learned from the RGB modality, where training data is abundant, and efficiently transfers this knowledge to the IR modality, overcoming the data scarcity challenge. Initially, we learn two trainable low-rank factor-matrices, the product of which yields the weights for each layer of the CNN and task them with detecting objects in the source RGB modality. This representation cuts down on the number of learnable parameters in the network and facilitates the training of a more generalizable network (due to less over-fitting) on the RGB modality. Following this, in order to facilitate object detection in the IR modality, we enhance the network’s capability by a minor expansion of the number of trainable parameters. This is achieved by increasing the number of the columns/rows of the factor matrices. The factor matrices that emerge from the increased columns/rows effectively serve as a parallel trainable branch, enabling the network to leverage the complementary information gleaned from the RGB modality for object detection in the IR modality. In this way, TensorFact affords us a practical solution to the challenge of limited training data in the IR modality, demonstrating how robust and transferable features can be effectively extracted and utilized across different modalities.

#### 3.1. Notation

In this paper, we utilize the following conventions: lowercase letters such as $x$ denotes scalar variables, vectors are symbolized by boldface lowercase letters like $\mathbf{x}$, and matrices are depicted by boldface uppercase letters such as $\mathbf{X}$. Tensors, on the other hand, are indicated by calligraphic
upper-case letters (for instance, $X$). $\mathbb{R}$ denotes the set of real numbers. To illustrate a component of a vector, matrix, or tensor, we adopt the $[i,j]$ notation, where $i$ represents a set of indices for that component.

### 3.2. Decomposed convolution layer

The weights of a convolutional layer in a CNN, denoted by $\mathbf{K} \in \mathbb{R}^{T \times S \times D_2 \times D_1}$, is a 4-way tensor, where $D_1$ and $D_2$ represent the width and height, respectively, of the spatial window of the convolution kernels, while $S$ and $T$ denote the number of input channels of the input to the layer and the number of kernels learned in the layer. The number of trainable parameters in a standard convolutional layer is then given by $P = TSD_2D_1$.

For a decomposed convolutional layer, we commence with two trainable factors $\mathbf{A} \in \mathbb{R}^{TS \times r}$ and $\mathbf{B} \in \mathbb{R}^{r \times D_2D_1}$ with $r$ serving as their inner dimension, as shown in Figure 2, denoting the rank of the original weight matrix (prior to decomposition). These combine to form the intermediate matrix $\mathbf{M} = \mathbf{A}\mathbf{B}$, as follows:

$$ [\mathbf{M}]_{p,q} = \sum_{c=1}^{r} [\mathbf{A}]_{p,c}[\mathbf{B}]_{c,q}, \quad (1) $$

where, $p = 1, \ldots, TS$ and $q = 1, \ldots, D_2D_1$. This matrix $\mathbf{M}$, operates on the input to the layer. The convolutional filter $\mathbf{K}$, is derived from $\mathbf{M}$ as:

$$ [\mathbf{K}]_{t,s,d_2,d_1} = [\mathbf{M}]_{(t-1)S+s,(d_2-1)D_1+d_1}, \quad (2) $$

where, $t = 1, \ldots, T$, $s = 1, \ldots, S$, $d_2 = 1, \ldots, D_2$, and $d_1 = 1, \ldots, D_1$. Therefore, the number of trainable parameters in the decomposed convolutional layer formulation, $P_{fac}$, is a function of $r$, resulting in $P_{fac} = r(TS + D_2D_1)$ trainable parameters. The value of $r$ can be altered to adapt to the necessary CNN complexity but typically $r \leq \text{rank}(\mathbf{M})$.

Since CNNs are known to be over-parameterized [11], one could choose $r$ such that the number of learnable parameters is fewer than that in $\mathbf{M}$, to avoid the risk of over-fitting.

### 3.3. Capacity augmentation

To augment the network capacity to accommodate the new modality, we increase $r$ by $\Delta r$ (where $\Delta r > 0$) for both matrices $\mathbf{A}$ and $\mathbf{B}$, thereby producing $\mathbf{A}' \in \mathbb{R}^{TS \times (r+\Delta r)}$ and $\mathbf{B}' \in \mathbb{R}^{(r+\Delta r) \times D_2D_1}$ with $r + \Delta r$ serving as their new inner dimension. Now, $\mathbf{A}'$ and $\mathbf{B}'$ can be interpreted as $\mathbf{A}' = [\mathbf{A} \mid \Delta\mathbf{A}]$ and $\mathbf{B}' = [\mathbf{B} \mid \Delta\mathbf{B}]^T$ such that $\Delta\mathbf{A} \in \mathbb{R}^{TS \times \Delta r}$ and $\Delta\mathbf{B} \in \mathbb{R}^{\Delta r \times D_2D_1}$ and $\mid$ denotes concatenation. Subsequently, $\mathbf{A}'$ and $\mathbf{B}'$ merge to form $\mathbf{M}' = \mathbf{A}'\mathbf{B}' = \mathbf{M} + \Delta\mathbf{M}$, where $\Delta\mathbf{M} = \Delta\mathbf{A}\Delta\mathbf{B}$, as shown in Figure 3. Similar to Equation 2, $\Delta\mathbf{K} \in \mathbb{R}^{TS \times D_2D_1}$ can be derived from $\Delta\mathbf{M}$.

Hence, increasing $r$ by $\Delta r$ results in a parallel architectural branch, as depicted in Figure 4. Therefore, the increase in the number of trainable parameters in a decomposed convolutional layer after capacity augmentation is given by $\Delta P_{fac} = \Delta r(TS + D_2D_1)$. We seek to augment as few parameters as possible to ensure the detection network does not suffer from challenges related to over-fitting in the new modality. In particular, we ensure that the total number of network parameters (considering those trained using only RGB and the augmented set) of our proposed framework, is less than the original unfactored network.

### 3.4. Training

For an object detector CNN with $L$ convolutional layers, let $\mathbf{A}_l$ and $\mathbf{B}_l$ represent the left and right factor matrices, respectively, for the $l^{th}$ decomposed convolutional layer, with $r_l$ representing their inner-dimension and $l = 1, \ldots, L$. When training for the data-rich source RGB modality, the network weights for the decomposed convolutional layers are SVD-initialized, leading to orthogonal column and row vectors in $\mathbf{A}_l$ and $\mathbf{B}_l$, respectively, with $r_l = \lfloor \alpha r_{l,max} \rfloor$. Here, $r_{l,max} = \min(TS, D_2D_1)$ and $\alpha \in (0,1)$ controls the number of the trainable parameters across layers. With $\alpha \leq 1$, the training process is straightforward and similar to a typical object detector network, leading to the learning of both generic and modality-specific features for the RGB data.

Next, to train for the data-scarce IR modality, we augment...
4. Experiments

In this section we layout the empirical evaluation that we conducted to validate the efficacy of our proposed approach.

4.1. Experimental setup

Datasets: In our object detection experiments, we make use of two datasets: FLIR Aligned [13] and FLIR ADAS v1 [49]. The FLIR Aligned dataset contains RGB images, with ground-truth comprising bounding-box coordinates around objects in the image as well as class labels. This dataset includes 4129 images for training and 1013 images for validation, and features three classes: person, bicycle, and car, with the distribution of instances provided in Table 1.

Table 1: Distribution of class instances for training and validation sets for FLIR Aligned RGB dataset [13].

<table>
<thead>
<tr>
<th>Class</th>
<th>Training Instances</th>
<th>Validation Instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>Person</td>
<td>161</td>
<td>4611</td>
</tr>
<tr>
<td>Bicycle</td>
<td>24</td>
<td>842</td>
</tr>
<tr>
<td>Car</td>
<td>351</td>
<td>8472</td>
</tr>
</tbody>
</table>

The FLIR ADAS v1 dataset is a dataset of IR images. The ground-truth for this dataset, includes bounding-box coordinates around objects in the image and their class labels. This dataset includes 7859 images for training and 1360 images for validation. However, for fair comparative studies, we split the training set into train and validation splits in an 80:20 train-validation ratio to create new, randomly selected train and validation sets consisting of 6287 and 1572 images, respectively. To mimic a data-scarce environment, we use randomly selected 62 images (1% of images) from the training set. Table 2 details the distribution of the FLIR ADAS v1 IR dataset classes, as used in our experiment.

Table 2: Distribution of class instances for training (1%) and validation sets for FLIR ADAS v1 IR dataset [49].

<table>
<thead>
<tr>
<th>Class</th>
<th>Training Instances</th>
<th>Validation Instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>Person</td>
<td>8987</td>
<td>4107</td>
</tr>
<tr>
<td>Bicycle</td>
<td>2566</td>
<td>360</td>
</tr>
<tr>
<td>Car</td>
<td>20608</td>
<td>4124</td>
</tr>
</tbody>
</table>

Baseline network and evaluation metrics: We use YOLOv7 [51], a state-of-the-art object detector with over 37M trainable parameters as our baseline network. To determine appropriate anchor box sizes for the detector, we use K-Means++ method [2].

In evaluating the performance of our object detection model, we employed the Mean Average Precision (mAP), a widely-used and robust metric in the field. mAP considers both precision and recall, ensuring a balance between detecting as many objects as possible and minimizing false positives. This is achieved by generating Precision-Recall (PR) curves for each object class in two different settings. In the first, the Intersection Over Union (IoU) between predicted and ground truth bounding boxes is set to larger than 0.5, for it to be counted as a true positive prediction, while in the second setting, multiple evaluations are performed with increasing thresholds from 0.5 to 0.95 in increments of 0.05. The Average Precision (AP) is then calculated as
Figure 5: Comparison of object detection results between the state-of-the-art YOLOv7 [51] and our proposed approach. We show the ground truth (left column), baseline (middle column), and proposed method’s ($\alpha = 0.1$, right column) detections as rectangular bounding boxes. We show detections on two different images from the FLIR ADAS v1 IR validation dataset, one in each row. The orange, cyan, green boxes denote bicycle, person, and car classes respectively, while the associated numbers denote the confidence score of the prediction.

Figure 6: Comparison of object detection results for the proposed method without (left column) and with (right column) $L_1$ regularization. The orange, cyan, green boxes denote bicycle, person, and car classes respectively, while the associated numbers denote the confidence score of the prediction. We obtain better object detections using the $L_1$ regularization, as compared to the vanilla model, as manifested by the higher confidence scores for the predicted bounding boxes.

The area under each PR curve for every class, under each of these settings. We then take the mean of these APs, across the different classes, to get the mAP. The IoU threshold of 0.5, is used for the mAP 50 metric, while the range of IoU thresholds from 0.5 to 0.95 (in steps of 0.05) is used for the mAP 50-95 metric.

**Implementation details:** We train all models for 200 epochs, with mini-batch size of 40 images, where the gradients are accumulated over 2 mini-batch iterations prior to parameter update. We use the ADAM optimizer [25] with a learning rate of $10^{-5}$ when training on the RGB modality and $10^{-3}$ when training on the IR modality. We use “reduce on plateau” as the learning rate scheduler, that reduces learning rate by a factor of 0.1 if the validation loss does not improve over 10 epochs. Rather than initializing the RGB network from scratch, we initialize it with the pre-trained weights for detecting objects in the MS-COCO dataset [33]. When explicitly encouraging complementarity between the RGB and IR branches, we set the weight $\omega_c = 0.01$ in Eq. 4 such that both terms have comparable range.

### 4.2. Results and analysis

In Table 3, we present the evaluation results of the proposed and baseline methods for the FLIR Aligned RGB validation dataset for the task of object detection in RGB images. From the table, we observe that our proposed method demonstrates comparable, if not superior, performance to
Fact method, we employ two different ADAS v1 IR validation dataset. For the proposed TensorFact, we empirically validate the efficacy of our method on the task of object detection in IR images by pre-training our network on RGB images without an increase in the total number of network parameters. We empirically validate the efficacy of our method on the task of object detection in IR images by pre-training our network on RGB images without an increase in the total number of network parameters.

Table 3: Results for FLIR Aligned RGB validation dataset.

<table>
<thead>
<tr>
<th>Model</th>
<th># Parameters</th>
<th>Compression (%)</th>
<th>mAP 50↑</th>
<th>mAP 50-95↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>37,205,480</td>
<td>0</td>
<td>0.6826</td>
<td>0.3173</td>
</tr>
<tr>
<td>TensorFact (α = 0.9)</td>
<td>35,400,800</td>
<td>4.8506</td>
<td>0.6948</td>
<td>0.3162</td>
</tr>
<tr>
<td>TensorFact (α = 0.8)</td>
<td>33,594,227</td>
<td>7.0622</td>
<td>0.6679</td>
<td>0.2807</td>
</tr>
</tbody>
</table>

Table 4: Results for FLIR ADAS v1 IR validation dataset.

<table>
<thead>
<tr>
<th>Regularization</th>
<th>mAP 50↑</th>
<th>mAP 50-95↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>none</td>
<td>0.6205</td>
<td>0.2807</td>
</tr>
<tr>
<td>L1</td>
<td>0.6234</td>
<td>0.2823</td>
</tr>
<tr>
<td>L2</td>
<td>0.6222</td>
<td>0.2815</td>
</tr>
</tbody>
</table>

Table 5: Results for TensorFact with explicit complementarity regularization for α = 0.1 on FLIR ADAS v1 IR validation dataset.

<table>
<thead>
<tr>
<th>Model</th>
<th># Trainable Params</th>
<th>Compression (%)</th>
<th>mAP 50↑</th>
<th>mAP 50-95↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>37,205,480</td>
<td>0</td>
<td>0.5849</td>
<td>0.2907</td>
</tr>
<tr>
<td>TensorFact (α = 0.1)</td>
<td>3,856,343</td>
<td>95.01</td>
<td>0.6205</td>
<td>0.2807</td>
</tr>
<tr>
<td>TensorFact (α = 0.2)</td>
<td>3,662,886</td>
<td>90.16</td>
<td>0.6243</td>
<td>0.2794</td>
</tr>
</tbody>
</table>

5. Conclusions

In this work, we proposed TensorFact – a novel approach for object detection to be able to capture cross-modal cues so as to generalize better to modalities with scarce training data. TensorFact benefits from pre-training on modalities where plenty of training data is available (such as RGB), mitigating the challenges posed by the target modality (such as IR). In our formulation, at first, the data-rich RGB modality is used to learn the common cross-modal cues using low-rank tensor factorization of the network weights. We then use the IR modality training data to only learn the cues complementary to the RGB modality (either explicitly or implicitly), thereby requiring fewer trainable parameters. We empirically validate the efficacy of our method on the task of object detection in IR images by pre-training our network on RGB object detection datasets and show that TensorFact yields performance boosts for object detection, in both RGB and IR images without an increase in the total number of network parameters.
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