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Abstract
Detecting and locating High Impedance Faults (HiZ) is difficult due to the small magnitude of
fault current during such faults. In this work, we propose a combined HiZ fault detection and
localization technique that uses voltage and current measure- ments available from existing
intelligent electronic devices (IEDs). At first, we apply the variation mode decomposition
(VMD) model to detect the existence of fault based on denoised time series of measure-
ments using Wavelet Transform (WT). After detecting the presence of fault, we apply the
correlation based matrix to locate the suspicious fault locations, and then utilize K-nearest
neighbour (KNN) to identify the faulty branch among those locations using dynamic time
warping method to measure the distance between neighbors. Finally, we verify our proposed
model with simulation results on an inverter-based microgrid. Outcomes from VMD method
demonstrate that measurement from any location of the grid can indicate the existence of
HiZ fault over the duration of the event, and show the scalability of the proposed method.
For localization, it is verified that the correlation matrix combined with KNN can remove the
false positive cases with properly tuned KNN-parameters and correlation matrix threshold,
irrespective of the measurement noise.
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Abstract—Detecting and locating High Impedance Faults (HiZ)
is difficult due to the small magnitude of fault current during such
faults. In this work, we propose a combined HiZ fault detection
and localization technique that uses voltage and current measure-
ments available from existing intelligent electronic devices (IEDs).
At first, we apply the variation mode decomposition (VMD)
model to detect the existence of fault based on denoised time
series of measurements using Wavelet Transform (WT). After
detecting the presence of fault, we apply the correlation based
matrix to locate the suspicious fault locations, and then utilize
K-nearest neighbour (KNN) to identify the faulty branch among
those locations using dynamic time warping method to measure
the distance between neighbors. Finally, we verify our proposed
model with simulation results on an inverter-based microgrid.
Outcomes from VMD method demonstrate that measurement
from any location of the grid can indicate the existence of HiZ
fault over the duration of the event, and show the scalability
of the proposed method. For localization, it is verified that
the correlation matrix combined with KNN can remove the
false positive cases with properly tuned KNN-parameters and
correlation matrix threshold, irrespective of the measurement
noise.

Index Terms—Correlation, Dynamic time warping, High
impedance fault, K-nearest neighbour, Microgrid, Wavelet trans-
form, Variational mode decomposition.

I. INTRODUCTION

Falling conductors refers to the incident when an ener-
gized conductor comes into contact with the ground or an
object connected to the ground during adverse weather or any
physical ambient conditions. Falling conductors cause a high
impedance between the ground and the conductor, so that they
create a high impedance (HiZ) fault [1]. An important feature
of HiZ faults is the small amount of current flowing through
the fault connection, making it difficult to be detected by the
conventional relay based fault detection approaches [1], which
rely on the sudden increase in the current.

Due to the limitations of relay based method for the
detection of HiZ faults, researchers focused on developing
algorithms to identify the existence of HiZ faults using noisy
measurement data. Recent trend indicates Wavelet Trans-
form (WT) [1] [2], harmonic component based algorithm
[3], Kalman Filtering method [4], Artificial Neural Network
(ANN) [5], modified Empirical Mode Decomposition [6],
analyzing the behaviors of zero-sequence currents at zero-
crossing point [7], and observing the rise in shunt capacitance
[8] have shown promising performances for the HiZ detection
purpose.

Localization of the source of fault is also critical to restore
the grid and to ensure the safety of surrounding area. Power
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line communications (PLC) devices were used in [9] for the
detection of HiZ faults and locating the fault positions. Ref
[10] proposed a probabilistic approach which showed that
more than 90% accuracy can be achieved for fault localization.
Machine learning (ML) based approaches that use convolu-
tional auto-encoder [11] and aggregate hierarchical clustering
[12] have also shown satisfactory performances. However,
such approaches are highly dependant on the grid topology and
equipment status such as generator ON/OFF conditions and
load increase/decrease. Moreover, these approaches require in-
creased computational complexities. A less numerically com-
plex approach is comparing the correlation coefficient between
neutral resistance current and zero sequence current [13].
Also, [14] proposed a lowest impedance method using grid
connected converter to identify faulty feeder within milisecond
range. However, both of the methods from [13] and [14] are
limited to single line to ground faults.

In this work, we propose a combined HiZ fault detection
scheme, along with a fault localization technique for a mi-
crogrid (MG) that uses available voltage, current and power
information provided by conventional intelligent electronic
devices (IEDs). At the first step, the HiZ faults are detected
with denoised frequency components analysis using the com-
bination of WT and variational mode decomposition (VMD).
For fault localization, we propose a hybrid method that utilizes
correlation between time-series current components obtained
from two consecutive measurement units to narrow down
the possible fault locations, and the final fault location is
confirmed by identifying the branch containing fault using
time-series K-nearest neighbour (KNN) with neighbor distance
measured by dynamic time warping (DTW).

Advantages of the model proposed in this paper are sum-
marized as follows:

• The fault detection and classification is scalable to a
larger system irrespective of the grid configuration.

• After properly tuned hyper-parameters, we achieve near
perfect accuracy for localization of HiZ faults, since the
proposed hybrid model emphasizes on the reduction of
false positive cases.

• The performance of the proposed model is less sensitive
to the noise since the proposed model analyzes HiZ faults
by using denoised data reconstructed by the WT. This is
verified by experimental tests for both noisy and clean
data.

The overall organization of this paper is as follows: Section
II describes the HiZ detection, Section III discusses the
proposed fault localization technique. Section IV discusses the
simulation results and section V includes concluding remarks.



II. HIGH IMPEDANCE FAULT DETECTION

The most critical issue for HiZ faults is the undetectibility
of the mentioned faults using conventional relaying methods
since the current and voltage components do not exceed a
predetermined threshold. This attribute makes the HiZ faults’
analysis similar to that of the weak signal (WS). Moreover,
the measurements from real-world grid contain noises to some
extent, making the detection of unwanted weak signals with
smaller magnitude during HiZ increasingly difficult to detect.

The most common approach of detecting weak signals is
frequency analysis in time axis, such as WT [1]. After synthe-
sizing the original signals into different wavelet components,
it is possible to remove unwanted components by choosing
a proper threshold [15], thereby making the Discrete Wavelet
Transform (DWT) an advantageous tool to denoise a noisy
signal. However, how to choose a proper threshold and mother
wavelet function is a critical question to be answered.

Another widely used WS analysis technique is empirical
mode decomposition (EMD) [16], which detects local min-
ima/maxima in a signal recursively and isolates the high
frequency components as the mode of the signals. However,
the major shortcomings of EMD are its dependence on inter-
polating extrema and selection of the stopping criterion [17].

In [18], the authors proposed a VMD technique that outper-
forms EMD in terms of noise robustness and tone separation.
VMD is an adaptive and quasi-orthogonal decomposition
method, aiming at separating the noisy signal f into κ dis-
crete frequency modes, which are compact around (estimated)
center frequency of each mode ωk. VMD Hilbert Transforms
each mode (estimated) uk and obtain unilateral frequency
spectrum. Each specturm is shifted to baseband by mixing
an exponential component centered around estimated mode
frequency. The next step is to estimate the mode uk and mode
frequency ωk using the cost function described in [18]. The
final output from VMD method is composed of κ Intrinsic
Mode Frequency (IMF) components, each of which represents
a harmonic component uk at frequency ωk.

Even though application of VMD is well established, partic-
ularly in analyzing electroencephalogram signals and rotating
machines, it has limitations under severe noisy condition.
For practical implementations, it is imperative to denoise the
dataset first and apply VMD for best results. Authors in [19]
proposed a method that eliminates the noise from the signal
first, then apply the VDM to detect any variations in IMF com-
ponents. We utilize a similar two-step approach to detect HiZ
fault in the MG. The first step involves signal reconstruction
using DWT, which removes noise from the input signal, i.e.,
current/voltage data from measurement devices. The second
step takes reconstructed signal as inputs and the inputs are
synthesized as IMF components by the VMD method. In
particular, each of the IMF components represent an individual
harmonic component in time domain, and it is expected that
over the duration of HiZ fault, one or more IMF components
will demonstrate a observable change.

Previous works on HiZ detection relied on a particular grid
configuration. However, one major advantage of time domain
frequency component analysis-based approach is its being
scalable to grid system with a different configuration. For any
type of grid configuration and topology, due to the existence
of temporal relation among the neighbouring locations of the
grid, the measurements from a location relatively faraway from
the fault source will display some extent of variability over the

fault period. Therefore, IMF components of the measurements
from any location neighbouring to the actual fault source,
irrespective of grid topology, can detect the occurrence of HiZ
fault.

III. HIGH IMPEDANCE FAULT LOCALIZATION

Another critical issue related with HiZ fault is how to
identify the fault location. The general assumption that the
measurements near the location changes to a larger extent than
the measurements of the locations faraway from the fault is
not valid for HiZ faults, since measurement deviations at all
locations are too small to be detected by relays.

For a particular branch under normal operating condition,
let us assume that IEDs installed at two different locations
report current I1 and I2 in the same branch. According to
Kirchhoff’s Current Law, it is expected that I1 and I2 follow
similar trend when there is no fault condition between two
measurement devices. However, when a fault exists between
these two measurement points, a conductive path is created
between the point of fault and the ground, resulting in I1
and I2 to follow opposite trends, a behavior that will not be
the case between other measurement devices in the grid. The
absolute value of correlation computed between the current
measurements obtained from two neighbouring measurement
devices is generally expected to be high and close to 1,
whereas during a fault condition, the correlation will be very
small due to their opposite trend in time domain. Thus, our
proposed method is based on the correlation.

A correlation matrix C, defined in (1) can be formed using
the covariance between each pair of current measurement:

C
△
=

ρ1,1 = 1 ρ1,2 ... ρ1,M
ρ2,1 ρ2,2 = 1 ... ρ2,M
... ... ... ...

ρM,1 ρM,2 ... ρM,M = 1

 , (1)

where M is the number of measurement devices. Note that C
is an M ×M matrix, where its (i, j)th element is defined as
the Pearson correlation coefficient, that is,

C(i, j)
△
=ρi,j =

E(IiIj)− E(Ii)E(Ij)√
E(I2i )− [E(Ii)]2

√
E(I2j )− [E(Ij)]2

, (2)

where E(x) is the expected value of any given dataset x.
Under normal condition, a correlation coefficient between two
consecutive element of the matrix, i.e., ρi,i+1, is expected to
be close to 1, since there is no new conductive path from any
point between the location i and its neighbouring location i+1
to the ground. However, if there is a faulty point between the
location i and its neighbouring location i+1, ρi,i+1 becomes
a smaller value, implying that it will be less than τ .

One advantage of the proposed model over the PLC-based
method proposed by [9] is that the covariance-based matrix
is applicable for all types of line to ground faults, including
single line to ground (SLG), double line to ground (DLG), and
triple line to ground (TLG) faults. In addition, our proposed
model uses data obtained from IDEs installed at specific
locations of the grid rather than from PLC. Nevertheless,
the proposed model has limitations as follows: i) Correlation
between two nodes can be smaller than threshold τ for fault
conditions occurred at the locations faraway from faults; and
ii) if there is an existing load or swing generator connected
between these two nodes, the correlation between them can



be smaller than τ . Therefore, the correlation matrix does not
exclusively give a correct fault location, rather it gives us few
possible fault locations, where one of these locations is the
actual fault location. Although we may not get the correct
location of the fault, the correlation-based approach helps
us narrow down the large number of locations to only few
suspicious locations.

To further narrow down the suspicious locations, we pro-
pose a supervised KNN-based method incorporating power
consumption profile. The metric to determine K nearest
neighbours is critical for an accurate classification. Euclidean
distance is generally used as a metric for finding the nearest
neighbours among the input dataset [21]. Euclidean distance
computes the one-to-one distance between two points at the
same time from two different datasets. For this reason, Eu-
clidean distance does not provide accurate distance informa-
tion among two time-series datasets if the datasets are not per-
fectly aligned to each-other in time domain. A more accurate
distance measurement between two time-series dataset with
different time-alignment is DTW [22]. To compute the nearest
neighbours for time-series input datasets in KNN, DTW can
be a useful tool. Thus, we employ DTW as a metric of the
KNN considering that power consumption profile through the
branches of the MG is a time-series data.

In contrast to existing works, we use power consumption
data of each branch for each fault incident as inputs to KNN,
and the outputs from KNN classify the branches as faulty/
non-faulty. The KNN identifies the branch that contains the
faulty nodes among suspicions faulty nodes provided by the
correlation matrix-based approach. Combining the results from
these two methods, we can pinpoint the actual fault location
in the MG. Higher accuracy of localization can be achieved
by selecting an optimum number of neighbours K in KNN, as
well as choosing correlation threshold τ . Since the power grid
data contain noise, the correlation between two similar time-
series measurements can be lower than 0.99. Therefore, a value
equal or greater than 0.90 should be suitable for threshold τ .

In summary, the proposed combined HiZ fault detection
and localization algorithm contains two parts: 1) fault iden-
tification with combined WT and VMD methods; and 2) fault
localization incorporating correlation matrix and KNN. We can
describe further distinction from the existing works as follows:

• Regardless of the grid configuration and topology, the
current measurements at the both sides of fault location
show different behavior and have relatively smaller corre-
lation between them compared to that of between current
measurements from any two different neighbouring loca-
tions.

• The KNN model uses power consumption data from all
the branches of the grid. In both steps, the fault location
information does not depend on the configuration and
topology of the grid, rather it depends on the general
behavior of current and power consumption profile in
time domain.

• Therefore, the proposed hybrid model removes the de-
pendence of HiZ localization on the grid structure and
thereby is scalable to any large grid system.

IV. SIMULATION RESULTS

The simulation model used in this work is a simple 7-
bus inverter-based MG as illustrated in Fig. 1. The MG is
connected to a three phase 25 kV, 200 MVA synchronous gen-
erator, and a 3-phase equivalent generator at bus 1 representing

the main grid. The MG is operated under islanded mode, that
is, the equivalent generator at bus 1 is disconnected from
the MG. Bus 2 and 4 contain two inverters. A grid forming
inverter is connected to bus 4, and a grid following inverter is
connected to bus 2, both are connected to the respective buses
through PCC. Load L1 is rated as 200kW and 4.16kV. Load L2
through L7 are rated as 100kW and 4.16kV. Two separate PV
panels are connected to each of the inverters through inverter
control and IGBT switches [23]. The DC output from each
PV panel is represented with 8000V DC source connected to
each inverter.

Fig. 1. 7-bus inverter-based MG

Measurements are collected from 12 IEDs installed at the
locations as shown in Fig 1. The MG contains 3 branches.
Branch 1 includes meters M1 - M4, branch 2 includes meters
M5-M8, and branch 3 includes M9-M12, respectively. Line
to ground faults are applied at different locations of the grid.
To demonstrate the validity of proposed model, each of three
types of line to ground faults are applied near bus 2 and bus
4 separately. TLG is simulated with a phase A to phase B to
phase C to ground faults, therefore it is described as ABCG
fault. Similarly, DLG and SLG are simulated with phase A to
phase B to ground and phase A to ground fault respectively.
For the rest of the paper, the terms ABCG, ABG and AG are
used to indicate the line to ground faults.

The MG model in Fig 1 is simulated by SIMULINK and
each fault type at each of the two aforementioned locations are
applied at time 2.5 sec. and are removed at 3.0 sec. Current
and voltage measurements, current and voltage sequence com-
ponents, real and reactive power data are collected from the
time 2 sec. to 3.5 sec. The dataset is sampled at a frequency
of 1kHz, providing 1500 data for 1.5 sec time period.

For correlation matrix in section III, current positive se-
quence components constitute the correlation matrix C. For
each type of fault at each of two fault locations, total power
consumption data is extracted over 1.5 sec period (from
2 sec. to 3.5 sec.). Moreover, the fault impedance is also
varied for each fault cases. To demonstrate HiZ faults, we
consider three very large values of fault impedance: 1200 Ω,
3000 Ω, and 6000 Ω. Due to 54 different combinations of
fault impedance, 54 time-series power consumption data are
provided for each branch, which are fed into the input of KNN.
For 3 branches, the total input sample size is 165, including
3 unfaulted conditions. The output is classified as 1 when the
corresponding branch contains a fault, otherwise it is classified
as 0. The train and test dataset is split with 80 : 20 ratio.
Number of neighbours, K, is varied from 2 to 6 to get the
highest accuracy of KNN. The fault classification accuracy



Fig. 2. Current waveform for ABCG fault with IMF mode 1
against the correlation matrix threshold τ is analyzed with
varying τ from 0.9 to 0.98.

After denoising the current and voltage measurements re-
ceived from IEDs with WT, the VMD algorithm is imple-
mented with 5, a predefined number of IMF modes. For ABCG
fault at the three-phase line near bus 4, with fault impedance
6000 Ω, the IMF mode 1 in Fig. 2 shows a significant change
in the current waveform from 2.5 sec. to 3.0 sec., representing
the fault duration described in the previous Section. Even
though the fault is located near bus 4, the current measurement
in Fig. 2 is from meter M5, reflecting the effectiveness of
VMD method to indicate the existence of HiZ fault using
measurement from any locations of the grid. For ABG fault
occurring at the three-phase line near bus 2 with 3000 Ω
fault impedance, the IMF 1 shows a similar change in the
waveform from 2.5 sec to 3.0 sec (Fig. 3). However due to
the existence of fluctuations in this waveform at earlier time
instances, IMF 2 is required to be included in the analysis to
verify the existence of fault (Fig 4). Figs 2-4 demonstrate the
effectiveness of VMD for determining WS faults.

Fig. 3. Current waveform for ABG fault with IMF mode 1

At the second step, a 4 × 4 correlation matrix is created
for each branch. Tables I-III depict the correlation matrices
for three branches of the grid for ABCG, where fault is
applied near bus 4. With correlation threshold τ = 0.9, we
get three possible fault locations: element (1, 2) = (2, 1) of
branch 1; element (2, 3) = (3, 2) of branch 2; and element
(2, 3) = (3, 2) of branch 3. Since the fault is expected to
make current measurements go opposite directions between
two consecutive IED only, we consider only the elements
that are one index right/left of diagonals.For example, as

Fig. 4. Current waveform for ABG fault with IMF mode 2
the (2, 3)-thelement of branch 3 corresponds to the point
between M10 and M11, indicating a possible fault near bus
4. This result demonstrates the effectiveness of correlation
matrix-based method for locating the fault. Although the

TABLE I
CORRELATION MATRIX FOR BRANCH 1

C(i, j) 1 (M1) 2 (M2) 3 (M3) 4 (M4)

1 (M1) 1 0.789 0.831 0.798

2 (M2) 0.789 1 0.982 0.935

3 (M3) 0.831 0.982 1 0.971

4 (M4) 798 0.935 0.971 1

TABLE II
CORRELATION MATRIX FOR BRANCH 2

C(i, j) 1 (M5) 2 (M6) 3 (M7) 4 (M8)

1 (M5) 1 0.966 0.695 0.717

2 (M6) 0.966 1 0.486 0.513

3 (M7) 0.695 0.486 1 0.996

4 (M8) 717 0.513 0.996 1

TABLE III
CORRELATION MATRIX FOR BRANCH 3

C(i, j) 1 (M9) 2 (M10) 3 (M11) 4 (M12)

1 (M9) 1 0.941 0.218 0.206

2 (M10) 0.941 1 0.124 0.136

3 (M11) 0.218 0.124 1 0.997

4 (M12) 0.206 0.136 0.997 1

bus correlation matrix-based method can indicate possible
fault locations, including the actual fault location, it gives
multiple suspicious locations, giving rise to the possibility
of false positive. After training KNN with denoised branch
power consumption data as input and labelled data for fault as
output, we test the accuracy of the result with test dataset. The
accuracy is defined as the ratio of correct prediction to total
number of test cases. Table V shows the highest accuracy for
K = 3, that is, the best choice of the number of neighbours is
3. For the same experiment performed with random Gaussian
noise added to the power consumption data, this table shows
that the KNN accuracy remains the same.

Although correlation matrix alone can provide a set of
candidate correct faulty locations, its combination with KNN



TABLE IV
KNN ACCURACY

Number of neighbours K Accuracy (%) Accuracy with
random noise

K = 2 87.88 87.88

K = 3 100 100

K = 4 90.9 90.9

K = 5 87.88 87.88

K = 6 75.5 75.5

can reduce the number of False Positive (FP) cases. FP is
defined as the cases when non-faulty locations are considered
as suspicious by our proposed method. Effect of KNN on the
FP cases can be observed clearly from Table V. However, the
number of FP cases depends on the correlation threshold τ .
With correlation threshold 90% and K = 3, the proposed model
provides the best result for locating the HiZ and WS faults.

TABLE V
EFFECTIVENESS OF PROPOSED MODEL

Threshold τ
Number of FP:

correlation matrix only
Number of FP:

correlation matrix + KNN

0.9 7 0

0.95 9 2

0.98 10 3

From the aforementioned results, it is evident that the
proposed model can detect the HiZ and WS faults, as well as
can locate the fault accurately with properly tuned parameters
even in noisy condition.

V. CONCLUSION

In this work, we have proposed a combined high impedance
fault detection and localization technique using voltage and
current measurements available from conventional IEDs. At
first, we have applied VMD to detect the existence of faults,
with predefined mode number such as 5. Results have shown
that measurements from any location of the grid can indicate
the existence of HiZ faults over the duration of the event.
After detecting the presence of faults, we have applied the
correlation matrix and KNN to locate the fault. Results have
indicated that the correlation matrix accurately gives us the
locations of the fault with relatively high FP cases. By further
combining KNN with correlation matrix, we can greatly
reduce the number of FP cases, from the range of 7-10 to
the range of 0-3. In particular, KNN provides 100% accuracy
with K = 3 and the combined correlation matrix and KNN
provides 0 FP cases with threshold 0.9. Moreover, it has been
shown that the accuracy of the proposed algorithm does not
depend on measurement noise.
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