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ABSTRACT

For the inverse design of metagratings and metasurfaces, generative deep learning has been widely explored. Most of the works are based on a conditional generative adversarial network (CGAN) and its variants, however, selecting proper hyper parameters for efficient training is challenging. An alternative approach, an adversarial conditional variational autoencoder (A-CVAE) has not been explored yet for the inverse design of metagratings and metasurfaces, even though it has shown great promise for the inverse design of planar nanophotonic waveguide power/wavelength splitters recently. In this paper, we discuss how A-CVAE can be applied for two-dimensional freeform metagratings, including the training dataset preparation, construction of the network, training techniques, and the performance of the inverse-designed metagratings.
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1. INTRODUCTION

Metasurfaces\textsuperscript{1} are expected to play a major role in ultracompact and multi-functional lenses and various other applications. Possible applications include quarter-wave plates, vortex plates to create orbital angular momentum (OAM), plasmonic collimators,\textsuperscript{2} ultra wideband lenses,\textsuperscript{3} and thermal emitters.\textsuperscript{4} There are also researches on the application of etasurfaces for quantum photon sources\textsuperscript{5–7} and quantum state engineering.\textsuperscript{8} However, designing metasurfaces also has the same issue of vast design space and time consuming electromagnetic simulations.

Metasurfaces are in principle ultrathin layer of metamaterials which control the wavefront of optical beams.\textsuperscript{1,2} There is so much freedom in the design of the nanostructures, and the wavefront can be made to be dependent on the wavelength, polarization, or the combination of both. These are expected to create ultra-thin, high-performance, and multi-functionality lenses. However, there are so many design parameters, so it can be very challenging to design metasurfaces.

The most common way to inverse-design metasurfaces is to use a gradient-based adjoint method.\textsuperscript{9–11} This often creates very good designs, however, the end results depend on the initial conditions, and multiple runs need to be carried, taking a long time to generate near-optimal results. In order to complement the inverse-design method, various types of deep learning has been explored.\textsuperscript{12–17,17–22}

Many of the works are based on a generative adversarial network (GAN) and its variants,\textsuperscript{12,23} however, selecting proper hyper parameters for efficient training is usually challenging. An alternative approach, based on an autoencoder (AE), tries to condenses the training data geometry information into a small number of latent variables,\textsuperscript{4,15} analogous to dimensionality reduction, and optimization in the latent space becomes effective.\textsuperscript{4,24}

As an extension of the well-established CVAE,\textsuperscript{25} we have developed an adversarial conditional variational autoencoder (A-CVAE),\textsuperscript{26} wherein the latent variable distribution becomes closer to normal distribution. It has been successfully demonstrated to have excellent performance for classification of brain waves by learning subject-invariant representations.\textsuperscript{27} We also applied A-CVAE for the inverse-design planar nanophotonic devices,\textsuperscript{28–30} but its application for the inverse design of metasurfaces have not been explored so far.

In this paper, we discuss how A-CVAE can be applied for two-dimensional freeform metagratings, which is a special type of metasurfaces and comprising of periodic arbitrary-shape unit cells, including the training dataset preparation, construction of the network, and the performance of the inverse-designed metagratings.
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2. DEVICES

2.1 Device Structure
The metagratings are made of 325 nm-thick polycrystalline silicon on an SiO$_2$ substrate. A unit-cell comprises of a two-dimensional freeform silicon pattern and deflect normal-incident light to the +1 diffraction order. As shown in Fig. 1, the unit cell is subdivided into 256 $\times$ 128 pixels wherein "1" represents silicon and "0" represents air.\[31\]

![Figure 1: Schematic of the unit cell pattern of the metagrating, where the yellow part depicts the region with poly Si layer, while the blue region shows the area where the poly Si is etched.](image)

![Figure 2: An example of a deflection efficiency map evaluated at 9 wavelengths and 11 angles.](image)

![Figure 3: The group of patterns used for the training of the network, indicated by the dark blue boxes.](image)

2.2 Training Data Preparation
From the Metanet database developed by the Stanford team,\[32\] we select two-dimensional freeform metagratings targeting wavelength of 900, 1000, 1100, 1200, and 1300 nm, and deflection angle in the x-direction of 35, 45, 55, 65, 75, and 85 degrees,\[3\] comprising of 25 groups (cells) and the total of 518 patterns. The polarization is chosen to be in the transverse electric (TE) mode, i.e., the electric field is in the direction of y-axis. The deflection angle in the y-direction is zero. Each device pattern is evaluated for the deflection efficiency at the wavelength of 900, 950, ..., 1250, and 1300 nm, and at the deflection angle of 35, 40, ..., 85 degrees, totaling 99 conditions. The open source code RETICOLO, based on the rigorous coupled-wave analysis (RCWA) method, is used for the calculation of the deflection efficiency.\[33\] An example of the efficiency map is shown in Fig. 2.

Among these 518 patterns, 93 patterns showed sharp changes in the efficiency map, and are excluded these from the training data. We also add 8 patterns enhancing the consistency among the training data. Here, at the angle of 75 deg, using the adjoint method\[34\] we optimize a device pattern at 1000 nm using the best device pattern at 900 nm as an initial condition, and another device pattern using the best device at 1100 nm as an initial condition. The same procedure is repeated at other wavelengths at the angle of 75 deg. Their benefits will be discussed in a later section 4.1. So the total number of patterns used in the training is 433.

The unit cell inherently has ambiguity in the phase (position) both in x- and y-directions. If we neglect the optical phase of the deflected light, the same pattern with the different translational phase gives the same efficiency. For CVAE, this becomes an issue since for the same target optical response, there are multiple possibilities. In order to minimize this ambiguity issue, we standardize the training data patterns, such that we maximize the difference in average weight of the pixel values in the x-direction (vertical) by translation. Also, the choice of the y-axis was made such that the weight is larger near the edge of the y-axis. We plot 12 device patterns in Fig. 4, before (left) and after (right) the standardization procedure.
3. DEEP LEARNING PROCEDURES

3.1 A-CVAE Overview

The goal of our inverse design is to generate a set of highly efficient metagrating patterns, given a target wavelength and deflection angle. These are validated by the actual RCWA simulations and the best device patterns are selected.

We use an A-CVAE\(^{28}\) as shown in Fig. 8, where a separate branch to the adversary block is used for isolating the latent variable \(\hat{s}\) from the conditional variations \(s\) (the target optical response). Since we treat the input pattern as an image (i.e. pixels), we use two-dimensional convolutional neural networks (CNNs) for the encoder and the decoder. The encoder consists of three layers of two-dimensional convolutional layers, each followed by a tanh activation functions and two-dimensional maxpool layer.

The optical response (99-element vector), i.e., the deflection efficiency over 9 wavelengths and 11 angles is fed through a multilayer perceptron (MLP), used as the target, and is added to the latent variables. Each of the two MLPs consist of a single linear layer followed by a tanh activation function. The same optical response is fed through another MLP, and is added to the second channel of the encoder. The adversarial block consists of a linear layer, followed by a relu activation function, a linear layer, and a sigmoid function. The number of latent variables is ten.

Further, we implement loop consistency to further improve the training of the network.\(^ {35,36}\) The benefit of loop consistency along with the A-CVAE model is that extra loop for the calculation of the additional loss makes the loss more sensitive to the reconstruction loss, making the training more effective.

Since it is difficult to identify the optimal training epochs, we stored weight matrices at multiple epochs, and tried to find the optimal epochs using the validation results.\(^ {28}\)

<table>
<thead>
<tr>
<th>Before Standardization</th>
<th>After Standardization</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Device Patterns Before Standardization" /></td>
<td><img src="image2" alt="Device Patterns After Standardization" /></td>
</tr>
</tbody>
</table>

Figure 4: Device patterns before and after standardization. In the vertical direction, "1" (yellows) pixels are collected more in the upper half. In the horizontal direction, the "1" pixels are collected towards the edge.

3.2 Latent space optimization

Using the trained decoder and MLP, we explore the optimization in the latent space.

As the target optical response, we pick eight device patterns from the existing dataset which give the highest efficiency at the target wavelength and angle. If the peak position is off, we synthesize target optical response by shifting the efficiency map in the wavelenght direction. Since we do not know which gives the best outcome,
Figure 5: (a) Schematic of the A-CVAE in the training phase, and (b) schematic of the decoder and the CMA-ES optimization in the latent space. The decoder and the MLP are the same ones in the trained process. MLP: Multilayer Perceptron.

We create a predictor, which is a forward model for the optical responses. The input is the device patterns (256×128 matrices), and the output is the efficiency map (99 elements). The network layer structure is similar to that of the encoder, except that the former uses four convolutional layers, and have only one input channel. For the training of the predictor network, we use the same dataset as that used in the A-CVAE training, but is augmented with ±4 and ±8 shifts in the x-direction, making the dataset 5 times larger than the original dataset.

For the optimization algorithm, we use covariance matrix adaptation evolution strategy (CMA-ES). The CMA-ES algorithm tries to maximize the deflection efficiency at the target wavelength and angle, by optimizing ten latent variables and eight weighting factors. For each generation (iteration) of the CMA-ES process, we generate 1000 device patterns using the decode-predictor pair, and 100 generations are used for optimizing the patterns. Since we are using neural networks to generate and predict the performances, this process is very fast. Finally, we validate the device patterns by using another Gaussian filter and using multiple threshold values to vary the thickness of the patterns, followed by the RCWA method for calculating the deflection efficiency.

4. RESULTS

4.1 Data consistency

First, we compare the generated patterns with and without the training data for consistency. In Fig. 6 shows the results evaluated at 75 deg. There are no training data specifically targeted at 950, 1050, 1150, and 1250 nm as shown in Fig. 3. Therefore, the efficiency of the existing training data, as indicated by the blue bars in Fig. 6 are compromised at these wavelengths. The red bars indicate the maximum efficiency of the 50 pattern data generated by A-CVAE and with the training data for consistency, demonstrating that "interpolation" for high efficiency can be done. The orange bars in Fig. 6 show the maximum efficiency of the 50 pattern data generated by A-CVAE without the training data for consistency, indicating the importance of the extra training data.

To visualize the effect of data consistency, we compare the device patterns. Fig. 7 (a) shows the original device pattern in the training dataset which gives the highest deflection efficiency at 75 deg and 900 nm. Fig. 7 (c) shows the optimized device pattern at 75 deg and 900 nm using (a) as the initial condition, and is added in the training dataset for consistency. Fig. 7 (b) is the best pattern generated by the A-CVAE at 75 deg and
950 nm. These indicate that the smooth interpolation of the patterns can be made with this A-CVAE method, giving high efficiency. This consistency concept is similar to the cascaded dataset as described in Fig. 38.

4.2 Comparison with the training data

Next, we evaluate the generated and validated data in the groups where there is already training dataset at 65 and 75 degrees and at wavelengths of 900, 1000, ... 1300 nm. Figure 8 shows the comparison, where blue bars are for the maximum efficiency of the training data, while red bars show the maximum efficiency of the generated devices. In seven out of ten groups, the generated patterns gave better results, with an average of 2.2%. This demonstrates that A-CVAE can improve the overall of the whole database, once these new datasets are added.

4.3 Active learning

Including the newly generated devices into the training data further improves the design capabilities proven very effective. Even though A-CVAE shows the capabilities of generating overall better patterns than the training data, we have not performed this active learning. This iterative process is also expected to further improve the overall performance of the whole network.

4.4 Computational Time

We use a PC workstation with an Intel i9-12900K processor and NVIDIA RTX3090 graphics board. Python and Pytorch are used for the machine learning part, and Matlab and RCWA (RETICOLO) are used for the efficiency calculation and the validation of the device patterns. The A-CVAE training takes 7.1 hours for 4000 epochs. The training of the predictor network takes 4.4 hours for 4000 epochs. These are one-time investment to build the networks. Once the networks are trained, generating 50 device patterns takes 25 minutes, and validating them takes 10 minutes, for a total of 35 minutes. If we are optimizing device patterns from scratch for each group of wavelength-angle, ~ 25 device patterns need to be generated to replicate the Metanet database. Since each adjoint method optimization takes about 4 hours, the total time of 100 hours is required for each group. Therefore, there is more than two orders of magnitude speed advantage for this deep learning method.
Figure 7: (a) Best device pattern at 75 deg and 900 nm, (b) best generated device pattern at 75 deg and 950 nm, and (c) additional training device pattern, using the pattern(a) as an initial condition and optimized at 1000 nm.

Figure 8: Maximum of the training data and that of patterns generated by A-CVAE evaluated at each wavelength at 75 deg and 65 deg.

5. FUTURE DIRECTIONS

As for the case of planar waveguides, we successfully demonstrated the transfer learning concept when the core Si layer thickness is changed and good inverse-design capabilities are demonstrated with minimal additional g data with new Si thickness.30 Similar results are expected for metasurfaces.

We have also investigated different Bayesian models and found that nested A-CVAE is promising for planar wavelength splitters.38 This is also expected to improve the performance for this metagrating inverse-design.
6. CONCLUSION

We applied the deep learning method based on A-CVAE to the inverse-design of freeform metagratings, and demonstrated that patterns with high efficiency can be generated from the training data. In particular, the interpolated patterns show higher efficiencies than the existing data. Once the network is constructed, we can generate high efficiency data patterns at arbitrary conditions very quickly. This inverse-design process is decoupled from any specific differential equations such as Maxwell equations, so it is expected to be generic and applicable to broader problems.
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