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proposed algorithm is evaluated using a Modelica model of an air conditioning system with
variable compressor speed, an electronic expansion valve and two variable speed fans. We
demonstrate the acceleration of this algorithm in simulations of an occupied space with a
realistic heat pump model with realistic ambient temperature profiles, variation in heat-
load, and different actuation rates. We also show that, in spite of the presence of unknown
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Abstract

This paper presents a model-free self-optimization control algorithm for modulating multiple inputs simultaneously to
minimize the power consumption of a Vapor Compression System (VCS). We propose the use of Bayesian Optimization
(BO) to warm-start a state-of-the-art Extremum Seeking Control (ESC) algorithm and then accelerate the ESC on-
line with Adam, a well-studied algorithm used to train deep neural networks. BO initializes the ESC at conditions
favorable for rapid convergence while concurrently learning a surrogate map of VCS power consumption as a function
of the inputs. In addition, the warm-start increases the likelihood of attaining a global optimum for locally convex,
but globally non-convex, objective functions by identifying regions where the global optimum most likely resides. The
proposed algorithm is evaluated using a Modelica model of an air conditioning system with variable compressor speed, an
electronic expansion valve and two variable speed fans. We demonstrate the acceleration of this algorithm in simulations
of an occupied space with a realistic heat pump model with realistic ambient temperature profiles, variation in heat-
load, and different actuation rates. We also show that, in spite of the presence of unknown exogenous disturbances,
the proposed algorithm computes better set-points, faster than the ESC. We also observe that the proposed method
improves transient performance compared to the state-of-the-art.
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1. Introduction

The significant energy consumption of HVAC systems,
as a fraction of both the average total building energy con-
sumption and of energy usage on global scales, has long
motivated efforts to improve their energy efficiency [1–4].
As a means of reducing energy consumption, optimiza-
tion of internal control set-points of HVAC systems pro-
vides a promising path that does not require a complete
redesign of the building infrastructure. In particular, self-
optimizing control aims to find optimal set-points such
that feedback control loops can provide near-optimal oper-
ation under a range of operating conditions and exogenous
inputs [5]. Machine learning and data-driven optimization
algorithms have a central role to play in self-optimization
of building/HVAC set-points due to their ability to rep-
resent and exploit surrogate models of complex cost func-
tions that arise from multi-physical interactions. While
machine learning methods have been used previously to
construct building and equipment models for performance
analysis and prediction [6–11], they have seldom been used
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for self-optimization. These methods can profitably be
used to optimize the internal set-points of energy systems
by leveraging updated operational data to adapt efficiently
the behavior of the system to site-specific conditions, and
can accordingly improve the energy efficiency of individ-
ual systems without labor intensive tuning that might be
performed by either the manufacturer or a field technician.

HVAC control systems are largely designed to regulate
process variables to set-points, so appropriate set-points
for these variables must be identified to achieve reliable
and energy-efficient operation. We can therefore formulate
a real-time set-point optimization problem with the objec-
tive of finding set-points that optimize a measurable per-
formance function. As it is typically difficult and expen-
sive to build accurate behavioral models of field-installed
equipment, we consider a so-called ‘model-free’ setting in
which there is no given model of the optimization cost,
so that the gradients can only be computed numerically.
One class of model-free algorithms is Extremum Seeking
Control (ESC), which can be considered as a data-driven
gradient descent algorithm that estimates a local gradient
online using excitation signals and filtering [12, 13]. ESC
has a major advantage in that one does not have to wait
for the measured output to reach its steady-state; the al-
gorithm can operate as long as the system satisfies some
theoretical properties. This implies that ESC has the po-
tential to converge quickly, compared to an algorithm that
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would require waiting for the system to reach steady-state.
These advantages have resulted in ESC being proposed
for energy-saving in many HVAC applications including
vapor compression cycles [14–17], air handling units [18],
chilled water plants [19], and variable refrigerant flow sys-
tems [20]. Most of these results deal with manipulating
single set-points, although [21] is an exception, where the
authors consider multivariate ESC with three inputs.

The designer faces two challenges in applying ESC to
HVAC set-point optimization. First, tuning the algorithm
parameters, such as the gradient step-size, is difficult be-
cause by definition a model is lacking. In the experience
of the authors, step-sizes tend to have bounded ranges
in which closed-loop convergence is achieved, and values
outside these ranges can result in divergence. Small step-
sizes can result in slow convergence, while large step-sizes
can cause oscillation around the optimum. Furthermore,
the objective function is nonlinear and non-convex in the
domain of allowable set-points. Thus, selecting a single
fixed step-size could be overly conservative. Second, for
the HVAC problem the objective functions is at least lo-
cally convex in a neighborhood of the optimal set-points.
This implies that if the ESC algorithm is initialized within
this locally convex region, it will converge to the optimal
set-point. However, in a model-free setting, and especially
with a large number of tunable set-points, it is difficult to
guarantee that the initial condition is sufficiently close to
the global optimum. Therefore, in this paper, we propose
a method for step-size adaptation based on gradient esti-
mates obtained online by the ESC algorithm, alleviating
the need to perform a large number of trials to select the
step-size a priori. We append this adaptive ESC with a
machine learning algorithm that explores the admissible
set-point space and constructs a surrogate model which
identifies areas that most likely contain the global opti-
mum. The machine learning algorithm warm-starts the
adaptive ESC by instantiating the ESC algorithm with an
initial set-point that has a high-likelihood of being suffi-
ciently close to the optimal set-points. The combination
of step-size adaptation and warm-starting is expected to
result in reliable and accelerated convergence.

Additionally, ESC algorithms use dithering and adap-
tive filtering to construct a gradient estimate in a data-
driven manner, but by design do not create a model of the
optimization cost/reward function e.g., the map from in-
puts to power consumption. This is a missed opportunity
and a waste of data, since such a ‘surrogate’ model could
accelerate convergence, and indeed be reused for other pur-
poses, such as monitoring performance over time. While
linear and quadratic surrogate models have been explored
in the past, the linear models are not complex enough to
capture nuances of the true function, and the performance
of quadratic models are adversely affected by noise in the
measurements, which results in poor estimation of the
Hessian. Conversely, by switching to a robust optimiza-
tion methodology like Bayesian Optimization to model the
surrogate function, the uncertainty and noise is captured

within confidence bounds around predictions of a Gaus-
sian process regression model, and decisions can be made
robustly via this uncertainty-capturing model. These op-
portunities and potential benefits of surrogate modeling
to the building industry have been described in detail [22].
In this paper, we propose adapting a popular momentum-
based acceleration control law called Adam [23], which
is widely used to train non-convex optimization problems
arising in deep learning [24], to the ESC problem. We also
extend the classical ESC algorithm to non-convex prob-
lems by using a warm-start mechanism based on Bayesian
optimization [25], a machine learning algorithm that has
recently been used for optimizing tubular solar stills [26].
This intrinsically constructs surrogate models, which can
speed up the convergence of ESC.

We develop these new methods for set-point optimiza-
tion of a modern variable-capacity Vapor Compression
System (VCS). These systems have many actuators, in-
cluding fan speeds, the compressor speed, and electronic
expansion valve positions. There are often more actua-
tors than there are variables to be regulated. In this case,
we can use a subset of the actuators to minimize the sys-
tem power consumption while the others are used to reg-
ulate process variables. The process of empirically deter-
mining these optimal set-points from experiments is time-
consuming and expensive, making the application of stan-
dard ESC methods to this problem cost-prohibitive. These
concerns motivate the development of methods that can
find optimal set-points in a time-efficient manner. More-
over, the time-varying behavior of these systems during
practical operation, such as changes in heat load due to
room occupancy or ambient temperature variations, neces-
sitate the development of methods that can quickly con-
verge to new set-points in response to such variations.

The main contributions of this paper are as follows:

(i) We provide a machine learning mechanism for us-
ing data on-line to construct a surrogate model of a
power function without requiring an analytic model
of the function or of the underlying system dynamics;

(ii) We provide a general learning-based warm start-
ing method to accelerate convergence of extremum-
seeking algorithms;

(iii) We propose a novel solution to self-optimize non-
convex cost functions and concurrently select mul-
tiple actuator set-points;

(iv) We demonstrate that we can learn optimal set-points
at multiple operating modes and do not require re-
learning of gradients from scratch when the operating
mode changes.

The rest of the paper is organized as follows. We pro-
vide some VCS background and context in Section 2. A
fast version of ESC algorithm that has been considered
previously [16] is presented in Section 3, and our specific
modifications based on Adam and Bayesian optimization
are then presented. Details of our Modelica implemen-
tation of the algorithm and results including robustness
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Figure 1: Schematic diagram of vapor compression system with ca-
pacity control feedback (blue) actuating the compressor speed, and
proposed Bayesian optimization warm-started Extremum Seeking
Control (ESC, red) actuating the EEV and two fan speeds. Some
additional process measurements and feedback are not shown for
simplicity.

analysis is presented in Section 4. We also present a study
of the proposed algorithm in realistic scenarios with time-
varying ambient temperature and heat loads, and demon-
strate that our proposed improvements to the ESC ap-
proach results in significant power savings. Conclusions
are offered in Section 5.

2. VCS Background

A typical air-to-air VCS includes four main components:
an evaporating heat exchanger, a compressor, a condens-
ing heat exchanger, and an expansion valve, as shown in
Figure 1. Our cycle also includes an accumulator to en-
sure that vapor refrigerant flows into the compressor. This
component does not affect the system dynamics in this
work. These components work together to transfer ther-
mal energy from one environment to another via the cir-
culation of a refrigerant under temperature and pressure
gradients. The operation of this cycle is well-known, but
is briefly described here. Typically, superheated refriger-
ant vapor at an elevated pressure and temperature leaves
the compressor in a state at which the refrigerant satu-
ration temperature at the condensing pressure is higher
than the temperature of the surrounding air, causing the
refrigerant to condense and transfer thermal energy to the
surrounding environment. It exits the heat exchanger as a
sub-cooled liquid and expands through the expansion valve
and enters the evaporator as cold, two-phase refrigerant.
The lower operating pressure of the evaporator results in
a commensurately low refrigerant saturation temperature,
and the higher temperature of the surrounding air causes
the refrigerant to evaporate and transfer thermal energy
from the environment into the fluid. The refrigerant then
exits this second heat exchanger as a low-pressure super-
heated vapor, after which it enters the compressor to begin
the cycle anew.

Modern high-performance VCS employ variable speed
compressors, variable speed fans, and electronic expansion
valves (EEVs) in order to improve capacity and energy effi-

ciency across a broad range of operating conditions. These
degrees of freedom require a concomitant use of control
and optimization strategies to achieve the desired system
behavior and energy efficiency in the face of time-varying
operating conditions and disturbances. Electrical power
is consumed by the fans and compressor. While the fan
power consumption can be modeled as a univariate cubic
polynomial of fan speed, compressor power consumption is
a highly nonlinear function of the inlet and outlet refrig-
erant states (pressure, flow, temperature) as well as the
compressor speed. These boundary conditions are coupled
to the dynamic behavior of the evaporators, which in turn
are dynamically coupled to the thermodynamics of their
environment. As a result, a first principles model of the
system that includes compressor power consumption is a
very large set of nonlinear differential-algebraic equations,
with many parameters that in practice must be identified
from data. If such a model is available, then direct gradient
feedback can be used to drive the available actuators expo-
nentially fast to their minimum power values [27]. But, in
practice, this is usually not the case. On the other hand,
the power consumption of both the compressor and fans
is typically available from measurement, motivating this
work. Furthermore, the steady-state relationship between
inputs and total VCS power consumption is known to pos-
sess a unique, global minimum, although the map is highly
nonlinear and non-convex.

Vapor-compression systems can be applied in a variety
of different scenarios. Perhaps the most common appli-
cation utilizes the VCS to regulate the temperature of
an occupied space to a set-point while rejecting an un-
known, time-varying heat load disturbance. In this case,
the controller modulates the compressor speed to regu-
late the zone temperature, while the EEV and outdoor fan
speed are used to regulate other process variables such as
the compressor discharge temperature, and the indoor fan
speed may be modulated to minimize system power con-
sumption. In another scenario, typically used for equip-
ment energy efficiency rating in a laboratory [28], the com-
pressor speed is regulated by feedback to produce a con-
stant cooling capacity, while the values of other three actu-
ators are modulated to minimize power consumption sub-
ject to enforcing some process variable constraints. This
is the situation diagrammed in Figure 1, although we note
that the subject of enforcing those constraints is beyond
the scope of this paper.

3. Self-optimizing set-points via extremum seeking
control algorithms

In this section we begin by briefly summarizing the time-
varying ESC (TV-ESC) algorithm presented in [29], used
for finding local optima in convex functions in a model-
free manner. Subsequently, we describe the novel acceler-
ation methods proposed in this paper. First, adapting the
ESC gain using gradient information on-line, and second
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by enabling a global search with a Bayesian Optimization
warm-start.

3.1. Time-Varying ESC

Consider a partially closed-loop VCS with dynamics

xt+1 = f(xt, νt, θt) (1)

where t ∈ N denotes the time index, xt ∈ Rn denotes
the state of the system, νt ∈ Rν denotes exogenous noise
or disturbance inputs, and θt ∈ Θ denotes a vector of
set-points that will be designed to drive the system to an
equilibrium where the measured power output

yt = J(xt) (2)

attains its minimum. For example, θt could be the position
of an electronically/linear actuated valve, or fan speeds,
and/or combinations thereof. Partially closed-loop means
that some of the VCS actuators may be driven by feedback,
such as in Figure 1, while the remainder comprise θt. In
this paper, neither f nor J is known to the designer, and
xt is not measured: this is a distinction from a few ESC
methods, which assume knowledge of f but not J .

For fixed values of θt and νt, in the steady-state (i.e.,
when xt+1 = xt), we may write the input-output map
from θt to yt as

yt = J̄(θt).

We assume that J̄ is (at least locally) a strongly convex
function of θt in some closed set Θ0 ⊂ Θ where Θ ⊂ Rp
denotes a known set of attainable actuator set-points (for
example, a range of fan speeds), for constant νt. (Formally,
J̄ is also a function of νt, but we ignore this argument to
simplify the notation.) Local strong convexity implies that
there exists a θ? ∈ Θ0 such that ∇J̄(θ?) = 0; furthermore,
there exists a χ > 0 such that ∇2J̄(θ) � χI for every
θ ∈ Θ0.

As stated in the previous subsection, we wish to de-
sign a control law that drives θt → θ? and yt → J̄(θ?)
as t → ∞. Since by assumption a mathematical repre-
sentation of J̄(θ) is not available, we cannot use standard
gradient-based optimization methods to derive the optimal
set-point θ? = arg minθ J̄(θ). The problem of optimizing
θ is further exacerbated by the presence of the nonlinear
dynamics f .

A potential solution for this problem is by the use of
multivariate ESC. A variant of ESC that has been investi-
gated in prior work and demonstrated good optimization
capability for univariate ESC in room air conditioners is
the TV-ESC algorithm [29]. In the TV-ESC formulation,
a gradient-based controller is used that has the form

θt+1 = θt − kggt + dt,

where g is an estimate of the gradient of J̄ , and kg ∈ R is
the control gain or step size. In practice, the dither signal
dt is a periodic signal containing p distinct frequencies to
provide persistence of excitation.

The gradient estimate gt is generated in a data-driven
manner. Specifically, we compute the increments in the
cost function

∆Jt , J̄(θt)− J̄(θt−1)

along with the incremental set points

∆θt , θt − θt−1.

The gradient is estimated from the linear equation∆Jt−Nd+1

...
∆Jt

 =

∆θ>t−Nd+1
...

∆θ>t

 gt,
using a history of Nd data points. As the optimization
problem is not static, the most recent data points con-
tribute most strongly to the gradient. Therefore, we im-
plement a recursive filter to estimate the gradient, and
include a forgetting factor α ∈ (0, 1) to assign more im-
portance to recent data points rather than data of the past.
This recursive filter is described by

et = ∆Jt −∆θ>t gt−1, (3a)

Kt =
Pt−1∆θt

α+ ∆θ>t Pt−1∆θt
, (3b)

Pt =
1

α

(
Pt−1 −Kt∆θ

>
t Pt−1

)
, (3c)

gt = gt−1 +Ktet, (3d)

initialized with P−1 = α−1I and g−1 = 0.
We have observed that during implementation, reset-

ting the matrix Pt to P−1 after a user-defined number of
iterations prevents ill-conditioning of the matrices in the
gradient estimator. Since the recursive filter needs a burn-
in period [30], denoted τ , to generate meaningful estimates
g, our implementation of the ESC control law incorporates
gradient estimates only after the burn-in period, as follows:

θt+1 =

{
θt + dt for t ≤ τ ,

θt − kggt + dt for t > τ .
(4)

3.2. Acceleration Via Gradient-Based Step-Size Adapta-
tion

Unfortunately, evaluating J̄(θt) requires data obtained
by running experiments to steady-state, which is expensive
and time-consuming. Therefore, we propose a mechanism
to accelerate the ESC algorithm by modifying the gain of
the ESC based on gradient statistics. We begin by provid-
ing an example where maintaining a constant gain kg can
result in degradation of optimization performance, even
for a static problem.

3.2.1. A Motivating Example

We illustrate the importance of step-size selection by
implementing ESC on a static cost function

J̄(θ) =
(
θ −

[
1 2 3

]>)> (
θ −

[
1 2 3

]>)
.
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Keeping initial conditions and all other parameters con-
stant, we run the ESC algorithm with multiple step-sizes
kg ∈ {0.001, 0.025, 0.1} and plot ‖θt − θ?‖ in Figure 2,
where θ? = [1, 2, 3]. While choosing a gain of kg = 0.025
exhibits excellent closed-loop behavior in terms of optimiz-
ing the cost and convergence speed, making kg larger to
0.1 result in significant jumps (around 4000 steps) despite
initially good performance. Increasing kg further leads
to diverging trajectories. Conversely, decreasing kg below
0.01, as evident from the kg = 0.005 trajectory, results
in good asymptotics but a slow convergence rate. To re-
iterate, this simple static example shows that increasing
kg results in oscillatory behaviour of the algorithm and
unreliable convergence, and making kg too small results in
sluggish convergence. These effects are worsened when the
underlying optimization problem contains dynamics in the
map from θ to J . Since we do not have a model of the
cost function, we cannot use model information, such as
analytical gradients, to change kg online. Thus, we need
to be able to adapt the step-size kg based on gradient in-
formation obtained online, which we discuss next.

Figure 2: Importance of step-size selection on an exemplar static
map (y-axis is in log-space).

3.2.2. Controller Update with Step-Size Adaptation

The step-size can be determined by using the history of
the gradient estimates. Let mt and vt denote the mean and
standard deviation computed using the last N gradient
estimates gt−N+1:t, respectively. Our proposed controller
has the form

θt+1 = θt − kt
mt√
vt + ε

+ dt (5a)

mt+1 = β1mt + (1− β1)gt (5b)

vt+1 = β2vt + (1− β2)gt � gt, (5c)

where

kt = kg

√
1− βt2

1− βt1
, (5d)

where � denotes the element-wise product operator, m
is the first moment (weighted mean) of the gradients ob-
tained using the past N measurements, v is the second
moment, kg is a user-defined step size parameter, and ε is
a user-defined parameter that ensures that the denomina-
tor in (5a) is always positive, since the

√
vt term could be

zero at points where the function has been measured and
noise was negligible. The first- and second-order moments
m and v are estimated via a low-pass filter of the history of
moments of the gradients; the filter coefficients are β1 > 0
and β2 > 0.

The structure of this controller is motivated by moment-
based adaptive gradient algorithms such as AdaGrad, RM-
SProp, and Adam, that are commonly used in stochastic
gradient descent methods [24]. While our formulation does
not contain stochasticity in the gradient computation in
the traditional sense (arising from randomly selecting di-
rections in which to compute the gradient), recent work
has demonstrated the effectiveness of these adaptive gra-
dient methods [31, 32] in eliminating the need to hand-
tune hyperparameters such as step-sizes. In the ESC set-
ting, this is analogous to reducing the need to fine-tune the
step-size in the controller update (4), which is especially
advantageous in practice, when selecting kg in a model-free
setting requires multiple trials.

Figure 3: Illustration of adaptive step-size selection in adaptive gra-
dient methods such as Adam. The blue surface shows an exemplar
nonconvex cost function.

The principle by which the control gain adapts is illus-
trated in Fig. 3. Concretely, we consider two cases: the
top left trajectory of the figure, where the estimated gradi-
ents are consistently in the same direction with little varia-
tion, therefore, the mean estimated gradient mt is similar
over iterations, and the variance vt is small. Therefore,
the element-wise ratio mt/

√
vt + ε is large, and allows the

controller to take a more aggressive stance in the descent
direction. Another case is illustrated by the bottom right
trajectory, wherein the estimated gradients are noisy, and
therefore the variance vt is large: this ensures that the ra-
tio mt/

√
vt + ε is small, result in a smaller control gain
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and cautious movement in the descent direction.
Another advantage of this method is that it performs

well when the number of set-points is large, such as oper-
ating conditions of a power grid or a cluster of buildings.
In such settings, one cannot always change the entire vec-
tor of set-points or obtain all the measured power outputs
synchronously. Therefore, only a subset of set-points can
change, and only a subset of gradients can be estimated.
By evaluating the statistics of a history of gradients as
in the Adam algorithm, one can get an estimate of the
full gradient vector. Thus, adaptive gradients like Adam
are well-suited to these large-scale problems since they are
primarily used for mini-batch gradient-based updates in
training deep neural networks, where random subsets of
gradients are used to find search directions that lead to a
local optimum.

3.3. Acceleration Via Bayesian Optimization Warm-Start

In practice, the function J̄ may be non-convex or con-
vex but with some directions or regions exhibiting small
gradients resulting in slow convergence of un-accelerated
ESC methods. Note that even though J̄ is non-convex,
a gradient-based method can still converge to the unique
minimum if the function is locally convex and the initial
guess is made within this region of local convexity. Find-
ing the optimal set-points in these scenarios involves iden-
tifying a good initial guess, ideally in a region where the
function is locally convex Θ0, then using gradient esti-
mates within that region to identify the optimal solution.
Without a good initial guess the TV-ESC may converge
very slowly. But, using a machine-learning method to ap-
proximate J̄ with operational data is very useful because
the approximated function can be used as a surrogate for
the true (but unknown) J̄ . To these ends, we employ a
Bayesian optimization (BO) framework to accelerate and
warm-start our TV-ESC algorithm. We now detail the BO
warm-start procedure.

BO methods work in two phases. First, regression mod-
els are used to construct probabilistic approximations of
the steady-state power function J̄ with respect to the set-
points θ. This probabilistic surrogate model can be used
to generate a predictive distribution for J̄ at each point
of the input space Θ. Second, the predictive distribution
is used to guide subsequent search directions, with focus
given mainly to subregions of Θ where the function is ex-
pected to contain the most information about the global
solution of the optimization problem minΘ J̄ . Widely used
models for constructing these maps include Gaussian pro-
cesses (GPs) [33], student-t processes [34] or Bayesian neu-
ral networks [35].

In this work, we propose the use of GPs to define a
prior distribution over functions. The underlying assump-
tion made is that the cost function J̄ to be optimized has
been generated from such a prior distribution, character-
ized by a zero mean and a kernelized covariance function
K(θ, θ′). The covariance function K is singularly responsi-
ble for defining the characteristics of the function such as

smoothness, robustness to additive noise, and so on. While
many kernel functions are available, we have found (empir-
ically) that the Matérn 3/2 function provides a good ap-
proximation of steady-state power functions without over-
smoothing, which is a drawback of squared exponential
kernel families. The Matérn 3/2 kernel is defined by

K(θ, θ′) = σ2
0

(
1 +

√
3‖θ − θ′‖

l

)
exp

(
−
√

3‖θ − θ′‖
l

)
,

where l is a vector known as length-scale, which controls
the smoothness of the functions induced by the kernel in
each dimension of θ, and σ0 controls the range of values,
i.e., support of the GP distribution.

Assume that we have already evaluated the objective
at Nθ input samples. Let this training data be denoted
by {(θDk , J̄(θDk ) + νk}Nθk=1, where νk ∼ N (0, σ2

n) is additive
white noise in the measurement channel with zero-mean
and unknown covariance σ2

n. Given a set of hyperparame-
ters (length scale l, kernel variance σ0, and noise variance
σn) for a pre-selected kernel, one can compute the matrices

KD(θ) =
[
K(θ, θD1 ) · · · K(θ, θDN )

]
and

KD =

K(θD1 , θ
D
1 ) · · · K(θD1 , θ

D
N )

...
. . .

...
K(θDN , θ

D
1 ) · · · K(θDN , θ

D
N )

 .
With these matrices, we can compute a posterior distribu-
tion characterized by a mean function µ(θ) and variance
function σ2(θ) given by

µ(θ) = KD(θ)>
(
KD + σ2

nI
)−1

J(θ), (6a)

σ2(θ) = K(θ, θ)−KD(θ)>
(
KD + σ2

nI
)−1

KD(θ). (6b)

Now, the accuracy of predicted mean and variance is
strongly linked to the selection of the kernel and the best
(in some sense) set of hyperparameters such as l, σ0 and
σn. There are a variety of methods to obtain these hyper-
parameters, but the most common method involves maxi-
mizing the log-marginal likelihood function

L(σ0, σn, l) = −1

2
log |Kn| −

1

2
J(θ)>K−1

n J(θ) +
p

2
log 2π

(6c)
with Kn = KD + σ2

nI. This problem is non-convex but
can be solved using quasi-Newton methods or adaptive
gradient methods [33].

The exploration-exploitation trade-off in BO methods is
performed via an acquisition function A(·). The acquisi-
tion function uses the predictive distribution given by the
GP to compute the expected utility of performing an eval-
uation of the objective at each set-point θ. The next set-
point at which the objective has to be evaluated is given
by θNθ+1 := arg maxA(θ). As this function only depends
on the GP approximated function and not on the actual
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objective J̄ , the maximization of A(·) involves comput-
ing (6) rather than expensive function evaluations. In this
work, we use an expected improvement (EI) acquisition
function, given by

AEI(θ) = σ(θ) (γ(θ)Φ(γ(θ)) + φ(γ(θ))) , (7)

where φ(·) is the density function of the zero-mean one-
variance normal distribution, Φ(·) is its cumulative distri-
bution function, and

γ(θ) =
min{J̄(θk) + νk)}Nθk=1 − µ(θ)

σ(θ)
. (8)

This acquisition function estimates the expected improve-
ment of the steady-state power generated by the next set-
point versus the current best solution. An efficient way of
computing the maximum of this acquisition function is by
generating random samples on Θ, computing AEI for each
sample, and choosing the sample maximum as the next
set-point.

After a suitable number of iterations Nθ, the GP regres-
sor is expected to learn the underlying function J̄ and the
best solution obtained thus far by the acquisition function
serves as a warm-start to the TV-ESC algorithm. The se-
lection of Nθ is a design decision: it is informed usually by
practical considerations such as the total amount of eval-
uations of J̄ , that is, the total amount of data one can
feasibly collect.

While we do not explicitly consider convergence of the
BO-ESC method, we can present some intuition into why
the BO-ESC algorithm is expected to converge and explain
why a rigorous proof will be limited in scope. The BO-ESC
algorithm works on the premise that the BO warm-start
collects enough data to ensure that a local region of con-
vexity is identified within the domain of the cost function
J̄ . If the BO enables the ESC algorithm to start in such a
domain of local convexity, then the proofs of [29] are valid,
and the results on asymptotic convergence and stability of
the BO-ESC are identical to that of the TV-ESC. The
challenge lies in proving that the BO correctly identifies
a solution in a region of local convexity with finite data,
since BO proofs are typically asymptotic in nature [36],
and involve assumptions that are hard to check in prac-
tice; for example, that the cost is globally Lipschitz or that
the minimum is known to the designer a priori. Since we
cannot afford to sample infinitely in practical settings, we
refrain from a rigorous treatment of the convergence prop-
erties of the BO-ESC algorithm.

Pseudocode for the proposed algorithm is provided in
Algorithm 1.

4. Results and Discussion

We apply this method to two candidate test problems
that reflect a range of applications. The first test prob-
lem is adapted from a common scenario in which the VCS

performance is measured to determine compliance with
government efficiency standards. Such standards [37] are
used to compare energy performance of different models
and manufacturers. The methodology for these tests re-
quires the system to regulate the cooling capacity to a
specified set-point, which can be achieved by using a feed-
back controller to modulate the compressor speed. Dis-
turbances are held constant during the test. We use the
self-optimization methods to modulate the other three in-
puts for this system (the expansion valve position and two
fan speeds) to minimize the power consumption, as shown
in Figure 1. The second test problem is the more common
scenario in which the VCS is used to regulate the room
temperature of an occupied space in the face of a slowly
varying heat load and ambient temperature disturbances.
This second problem incorporates two separate feedback
loops, one to regulate room temperature and the other to
regulate a process variable.

A high-fidelity model of the dynamics of a prototype
VCS was constructed using the Modelica language [38].
Geometric and operational parameters, such as heat ex-
changer geometries, heat transfer coefficients, and fric-
tional pressure drop correlations, were adapted and
slightly modified from experimentally-calibrated models
for the purposes of generalization. Equation-oriented mod-
els of the compressor, expansion valve, accumulator, and
both heat exchangers were interconnected to form a cycle
model. The dynamic behavior of the system, represented
by f in (1), is dominated by that of the heat exchangers.
These are represented as finite volume models that spa-
tially discretize the mass, momentum, and energy balance
equations, respectively, into a set of differential algebraic
equations (DAEs), which also characterized the conjugate
heat and mass transfer on both the refrigerant-side and air-
side. This discretization was performed along the length
of the heat exchanger tubes, while three-dimensional vari-
ations on the air-side of the heat exchangers were rep-
resented with a large set of equations interrelating the
boundary conditions. A fundamental equation-of-state
model was also used to describe the algebraic coupling
between thermodynamic property variables of the refrig-
erant, such as temperature, density, pressure, and specific
enthalpy. Sixteen volumes were used for the condensing
heat exchanger, while twenty-seven volumes were used for
the evaporating heat exchanger, owing to its larger num-
ber of tubes. Nonlinear algebraic models were used for
the compressor and expansion valve. A nonlinear algebraic
model is also used for J(xt) in (2). This resulted in a cycle
model with 12,114 equations. Additional information on
the modeling approach used for the cycle components in
this work can be found in [39].

The model was interfaced to the accelerated ESC
code using the Functional Mockup Interface (FMI) stan-
dard [40]. The model was first developed in the Dy-
mola [41] environment (see Figure 4), and then exported
as a Functional Mockup Unit (FMU). The FMU con-
tains both executable simulation code as well as a DAE
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Algorithm 1 Proposed Adam-Accelerated ESC with BO Warm-Start

Require: Bounds on admissible set-points Θ
Require: Time period between set-point changes

Bayesian Optimization Warm-Start

Require: Number of burn-in BO iterations, N0 . default: 5
Require: Number of BO iterations for warm-start, Nθ . default: > 75
Require: Acquisition function A . default: expectation-improvement
Require: Kernel K for GP regression . default: Matérn 32
Require: Samples Θ′ within Θ to evaluate acquisition function
1: for k in 1 : N0 do
2: Randomly select set-points θk and evaluate cost function J̄(θk) via simulation/experiment
3: end for
4: for k in N0 + 1 : Nθ +N0 do
5: Fit GP with kernel K using data {θk, J̄(θk)} using (6)
6: Evaluate acquisition function A on samples Θ′

7: Compute next best θk+1 ← arg maxA
8: Evaluate J̄(θk+1) via simulation/experiment
9: end for

Adam-Accelerated TV-ESC

Require: ESC controller gain, kg
Require: Data window length for gradient estimation, Nd
Require: Dither signal, d . small sinusoid
Require: Initial gradient filter parameters, P−1, α . default: 103I, 0.7
Require: Adam parameters, β1, β2 . default: 0.9, 0.999
10: for k in −1 : Nd do
11: gt ← gradient estimate using (3)
12: θt ← update set-point using (5)
13: end for

Figure 4: Iconic view of the Modelica implementation of the VCS.

solver, and was then connected to the ESC code written
in Python. Such a platform is advantageous because it al-

lows the model to be formulated in Modelica, which is gen-
erally superior for numerical simulation of large stiff non-
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linear differential equations, and coupled to the Bayesian
optimization code, which is built using existing machine
learning tools in Python (see the Appendix for a list of
critical Python dependences).

4.1. Energy Efficiency Test Scenario

For this study, we employ a proportional-integral-
derivative (PID) controller that regulates the cooling ca-
pacity of the cycle to 2 kW, and use the extremum seeking
algorithm to find optimal values for the expansion valve
position and both fan speeds at this operating condition.
The PID controller gains are designed and fixed offline and
demonstrate good regulatory performance under regular
operating conditions.

Note that the extremum-seeking controller (ESC) design
is completely decoupled from the PID controller design:
in fact, we do not need to know the PID controller gains.
The only aspect of the closed-loop system that we are in-
terested in is the time it needs to obtain a good estimate of
the steady-state power consumption. This is strongly cor-
related with the PID controller gains and the closed-loop
system characteristics. Knowledge of the time required
to reach steady-state (or within a small neighborhood of
the steady-state), also referred to as a settling time, in-
forms how often we can update the set-points using the
extremum-seeking controller, whose objective is to drive
the closed-loop system to the minimal steady-state power
consumption. This settling time forms a lower bound on
the time period between set-point changes; that is, the
set-points should not be altered more frequently than the
settling time of the closed-loop system. There is, how-
ever, no hard upper bound: the set-point can be updated
as slowly as the user desires. The benefit of longer time
periods between set-point updates is that one gets a bet-
ter estimate of the steady-state power consumption, but a
disadvantage is that it lowers the convergence rate of ESC
algorithms. In these simulations, we update set-points ev-
ery 5 minutes, which is both practically feasible, and gives
us good estimates of the steady-state power consumption.

Figure 5 illustrates the performance of Time-Varying
Extremum Seeking Control (TV-ESC) (green), Adam-
accelerated TV-ESC (orange), and our proposed algorithm
(blue). It is immediately clear from the power plot that
the ESC algorithms, even with Adam acceleration, ex-
hibit slower convergence2 compared with our Bayesian-
Optimization warm-started TV-ESC (hybrid) approach.
Indeed, the proposed approach converges to a steady-state
cycle power of 0.331 kW within 3 hr, whereas the other al-
gorithms require more than 10 hours to approach the min-
imum cycle power. Since our goal was to minimize power
consumption, we observe that the hybrid approach yields
the best results. This is further correlated by Monte-Carlo

2Note that this convergence is the speed at which the closed-
loop system performance is optimized by the ESC variants, not the
convergence rate at which the closed-loop system is regulated, which
is of the order of 5 minutes.

sampling of the admissible set-point space exhaustively
with 104 samples of combinations of expansion valve posi-
tions and fan speeds: the empirical minimum is 0.331 kW
and the empirical minimizer is within 5% of the minimizer
obtained by our hybrid method. Compared to a baseline
simulation obtained by fixing the set-points at their initial
values which results in a steady-state power of 0.423 kW,
the energy savings of BO-ESC, Adam-ESC, and ESC are
21.75%, 19.62%, and 17.26%, respectively.

Note the TV-ESC algorithm has very slow evolution
of the Outdoor Fan Speed (OFS), which the Adam-ESC
shows faster convergence. The major difference power con-
sumption is caused by the difference in the optimal EEV
positions found by the three algorithms. Since the TV-
ESC and Adam-ESC algorithms are dependent on the ini-
tial EEV position, they converge to a steady-state EEV
position of around 300 counts, whereas the BO algorithm,
due to a wider exploration of the EEV space, determines
that a steady-state value of 260 counts yields significantly
lower power consumption (see the inset plot for compari-
son around 8-12 hours). The reason for this is that the BO
algorithm has an exploration phase, at the end of which,
the BO warm-starter yields an excellent local set of tuning
parameters. However, there is still local gradient informa-
tion that can be exploited on-line, which leads to further
lowering of power consumption after the BO warm-start.
The subplots in the bottom row show that the heat ca-
pacity set point is attained throughout the procedure, but
the compressor frequency, which is strongly coupled with
EEV position, gradually decreases to around 17 Hz, since
the compressor is the primary power consumer.

Figure 5: Performance comparison of ESC algorithms discussed in
this paper, including TV-ESC (green), Adam-Accelerated TV-ESC
(orange), and the proposed BO-ESC (blue). Power consumption, the
three inputs (EEV position and indoor/outdoor fan speeds), heat
capacity (Qc), and the compressor frequency (CF) are plotted.

Note that the hybrid BO-ESC algorithm exhibits fluc-
tuations in the exploration phase, whereas the other two
algorithms are always smooth. We reiterate this is be-
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Figure 6: Zoomed-in version of Bayesian exploration phase in BO-
ESC from t = 30 min to t = 60 min.

cause the BO-ESC explores the entire space of set-points
rapidly and therefore set-point changes are typically larger
than that exhibited by the other two methods. However,
in the zoomed-in Figure 6, the hybrid trajectories in blue
are clearly smooth, because these set-points are changed
every 5 minutes, which is larger than the settling-time
of the closed-loop system, and so the closed-loop system
smoothly settles to these new operating conditions within
those 5 minutes; that is, the trajectories are actually not
non-smooth. This is also reflected in the compressor fre-
quency plot: while it would be of practical concern if the
compressor was made to fluctuate non-smoothly during
the exploration, this is not the case, as the compressor
frequency also settles smoothly to its steady-state within
each ESC iteration.

Implementing BO requires the selection of an appro-
priate acquisition function to balance the exploration-
exploitation trade-off. It is not immediately clear which
acquisition function is the best choice. To determine this,
we test the BO-ESC algorithm with three most commonly
used acquisition functions: Expected Improvement (EI) as
described in (7), Probability of Improvement (PI), given
by API(θ) = Φ(γ(θ)) and Lower Confidence Bound (LCB),
given by AUCB(θ) = µ(θ) − 1.96σ(θ), where Φ, γ, µ, and
σ have been defined previously in (6)–(8). As we can see
in Figure 7, all three acquisition functions result in faster
convergence than generic TV-ESC and Adam-accelerated
TV-ESC (see Figure 5). The EI acquisition function pro-
vides slightly lower power consumption after 10 hr. This
is not surprising, since it is well-known (empirically) that
the expected improvement criterion is better-behaved than
PI, and unlike LCB, does not have its own tunable param-
eter, the selection of which greatly changes the quality of
solutions [25]. This motivates the use of EI in the next sec-
tion, where we investigate the robustness of our proposed
method to disturbances.

Figure 7: Performance of three different acquisition functions, with
Expected Improvement (blue), Probability of Improvement (orange),
and Lower Confidence Bound (green), with the proposed Bayesian-
Optimized TV-ESC.

4.2. Robustness Analysis

Next we study the robustness of our proposed algorithm
several factors that are important to consider in any prac-
tical realization, including rate of actuation, time-varying
ambient temperature, closed-loop capacity set-point, vari-
ations in controller gain/step-size, actuator quantization,
multi-rate or aperiodic actuation, and time-varying loads.

4.2.1. Robustness to Sample Rate

This experiment demonstrates the robustness of our pro-
posed algorithm to the discrete-time sample rate at which
sensors are measured and actuators are changed. While
higher sample rates might result in faster convergence, this
is not always the case since the system is not in steady-
state. We conducted simulations with three different sam-
ple rates: 60 s, 120 s, and 200 s. We observe from Figure 8
that the TV-ESC algorithm converges more slowly for each
of the chosen sample rates, whereas our proposed hybrid
algorithm converges within 5 hr, 2.5 hr, and 1.5 hr with
data samples available every 200 s, 120 s, and 60 s, respec-
tively. Note the BO-ESC remains in exploration mode for
longer with the slower sample rate, which is not surprising.
Interestingly, with a 60 s sample rate, the BO-ESC perfor-
mance actually deteriorates. This is most likely because
the system has fast dynamics in the sub-minute time scale,
and these are excited, so the system is experiencing more
transient behavior than for the longer sample rates. This
is most evident from the EEV position, which is the most
sensitive actuator.

For subsequent simulations in this section, we fix the
sample rate at 120 s.

4.2.2. Robustness to Ambient Temperature

We tested the performance of the proposed algorithm
for three different ambient temperatures in the range 30 to
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Figure 8: Robustness of proposed BO-ESC to varying sample rate of
60 s (blue), 120 s (green), and 200 s (red). Dashed lines are conven-
tional TV-ESC, while continuous lines are the proposed BO-ESC).

40oC at fixed closed-loop capacity, shown in Figure 9. For
each simulation, the ambient temperature was held con-
stant. As expected, the steady-state power increases with
increasing ambient temperature, as seen from the power
subplot. The CF and capacity feedback loops are regulated
to the same values for each case. It is interesting to note
that the most sensitive actuator is the EEV, whereas the
least sensitive actuator is the Outdoor Fan Speed (OFS).
In all cases, the TV-ESC algorithm converges very slowly
without BO warm-start, as evident by the dashed lines.

Figure 9: Robustness of proposed BO-ESC to different ambient tem-
peratures (legend entities are in °C).

4.2.3. Robustness to Capacity Set-Point

A major advantage of our proposed approach is that
it is agnostic to the control inputs regulating HVAC sub-
components. To test this, we change the set-point to the
capacity-regulating PI controller from 2 kW in increments

of 0.5 kW. The plots in Figure 10 demonstrate that despite
changes in control inputs associated with different capacity
set points, our proposed algorithm converges within 2.5 hr
to the respective minima. As expected, the steady-state
cycle power at lower capacity is lower, and the two most
sensitive actuators exhibit the same trend: Higher EEV
counts and indoor unit fan speeds for higher capacities.
Interestingly, the compressor speed CF converges to the
different values for the different capacities.

Figure 10: Robustness of proposed BO-ESC to different capacity
set-points (legend entities are in Watt).

4.2.4. Robustness to Sensor and Actuator Quantization

Another cogent problem in implementing extremum-
seeking algorithms is the fact that actuators and sensors
are quantized. For example, expansion valves actuate in
terms of counts, which are integers. We test our proposed
algorithm to include quantization on the sensors and ac-
tuators. The results of our simulations are shown in Fig-
ure 11. We observe that there is no major change in the
two sets of power trajectories, although with quantiza-
tion there are small oscillations in the EEV position. The
steady-state power is lower for quantized BO-ESC com-
pared with quantized or continuous TV-ESC.

4.2.5. Robustness to Aperiodic Tuning

Most papers in the literature consider optimizing set-
points in a periodic/synchronous manner, that is, the set-
points are all updated at the same time, an assumption
that may not always be true in engineered systems. To
understand how well our proposed algorithm works on sys-
tems where the actuators are asynchronous, we ran simu-
lations where the set of actuators that can be altered at
any given time is extracted randomly using a Bernoulli
random processes. An example of such an asynchronous
tuning schedule is shown in Figure 12, where ones indicate
at which iterations of the proposed algorithm the set-point
could be altered, and zeros when they remained fixed. This
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Figure 11: Robustness of proposed BO-ESC to quantization.

mode of implementation is particularly useful when there
are combinations of inputs (usually equipment-specific)
that should be avoided as per design-level constraints. In
such cases, we can incorporate logic for switching off cer-
tain components of the inputs, and as seen in this sub-
section, will not significantly affect performance. That is,

Figure 12: Exemplar asynchronous tuning profile generated from a
random process.

at every time, we generate a random vector with three el-
ements, where each element is one or zero depending on
which set-point component is alterable. The results of ape-
riodic/asynchronous tuning is illustrated in Figure 13. In
particular, we note the effectiveness of Adam as an accel-
erating mechanism in this scenario. Since Adam is based
on stochastic gradients and is designed to adapt step-sizes
in accordance with stochastic properties of the gradient
history (as discussed in Section 3.2), the Adam-ESC al-
gorithm outperforms the TV-ESC algorithm even when
starting from the same initial set-point. This results in

Figure 13: Robustness of proposed BO-ESC to aperiodic tuning.

slight improvement of the efficiency, which is further im-
proved by the BO warm-start. Thus, in scenarios where all
the components are not simultaneously tunable, the Adam
mechanism is helpful to immunize against component-wise
stochasticity.

4.2.6. Robustness to Varying Heat Loads and Environ-
mental Conditions

As a more practical example of the application of this
algorithm to vapor compression cycle-based equipment, we
developed a more complex model in which the cycle regu-
lated the room temperature in an occupied space with con-
tinuous oscillations in both the heat load and the ambient
temperature. Standard extremum-seeking algorithms may
not function well in the face of large and continual devia-
tions in the operating conditions because the disturbances
violate assumed time-scale separation.

This system model used the same cycle model as de-
scribed in the previous section, but incorporated two feed-
back loops. The first regulates the room temperature
to a set-point via the compressor speed, and the sec-
ond regulates the evaporator superheat temperature to a
set-point of 5°C via the control of the EEV. The regula-
tion of the evaporator superheat temperature is important
to ensure the safe long-term operation of the equipment.
This closed-loop system was connected to a room model
with a volume of 27 m3 and a 20 cm thick envelope with
the thermal properties of wood and external and inter-
nal and outer heat transfer coefficients of 1.5 W/m2K and
3.5 W/m2K, respectively. This system was operated ac-
cording to a standard commercial office building that is
occupied during the day and unoccupied at night. As a
result, the sensible and latent heat loads in the space were
set to 3200 W and 800 W between the hours of 8:00am and
6:00pm, and were set to 2000 W and 100 W otherwise. The
ambient temperature was assumed to vary sinusoidally be-
tween 24°C and 40°C over a 24 hour period, with a peak
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temperature at 2:00pm. We refer the reader to Fig. 14
for an illustration of the sensible and latent heat varia-
tions, as well as the ambient temperature and humidity
oscillations over a period of 7 days. This study used the
TMY3 weather dataset for Atlanta3 corresponding to the
Hartsfield-Jackson airport, which is located in the south-
eastern US climate zone 3A, for the week of August 13-21.
One week was determined to be sufficient since the slowest
time constant in the model is approximately one day.

Figure 14: Ambient temperature, relative humidity, and internal
heat loads (sensitive + latent).

Figure 15: Robustness to varying ambient conditions and head loads.
Power, set point, room conditions and room temperature set point
(RTSP), and cooling capacity variation.

We compare our proposed BO-ESC method with the
TV-ESC algorithm for optimizing two inputs: the indoor
and outdoor unit fan speeds (IFS and OFS, respectively).
Both set points are assumed to be within a known bounded
range: IFS ∈ [200, 500] rpm, and OFS ∈ [500, 1000] rpm.

3https://www.nrel.gov/docs/fy08osti/43156.pdf

Neither BO-ESC nor TV-ESC are provided with informa-
tion about the ambient condition variations or heat load
profiles a priori, although both algorithms assume that
the loads can be measured at the current time instant.
Numerical estimates of the loads would not be necessary
in practice, and an estimate of building occupancy from
sensors could provide equivalent information to the algo-
rithms. The standard TV-ESC approach relies on frequent
covariance resets because sharp changes in power measure-
ments results in poor gradient estimates that limit ESC
performance. For BO-ESC, we use the first 18 hr to col-
lect data for each of the load-modes, i.e., when the heat
load is high, and when it is low. For each mode, the BO
algorithm learns a surrogate model of the energy function
and a corresponding IFS and OFS pair that minimizes the
energy based on this surrogate model. After 18 hr, the
Adam-ESC algorithm takes over and gradient-based up-
dates for both fan speeds are used.

A comparison of the performance of the two methods are
provided in Fig. 15. We note that the ESC algorithm ex-
hibits limited flexibility: both the OFS and IFS set points
drift gradually without significantly decreasing the energy
consumption over the 7 days. In fact, because the en-
ergy function is quickly varying with head load and ambi-
ent variations, the ESC gradients are not always accurate,
and incremental changes in the fan speeds do not always
result in decreasing energy gradients. This is a limitation
of ESC: it does not perform well in scenarios where mul-
tiple conditions are concurrently changing since it chases
‘incorrect’ local gradients. Conversely, the BO-ESC effec-
tively switches between surrogate models at different load
conditions to quickly reset initial guesses for Adam-ESC.
This is very clear from the IFS and OFS plots - the sud-
den changes correspond closely to the heat load changes in
Fig. 14. This results in marked improvements of energy ef-
ficiency, as one can infer from the power (top-left) subplot
in Fig. 15. Also note that our proposed method leads to
significant reduction of power consumption both at night-
time and in the morning for most days. Since BO-ESC
depends on warm-starting within a given range of IFS and
OFS values, it is safer to use for long time-horizons, since
it does not exhibit ESC’s drifting behavior: any time the
set point starts to drift, a load change will bring it back
to the safe range. This is another beneficial feature of the
BO-ESC.

Additional insights may be gained by considering the
room temperatures, cooling capacities, and relative hu-
midities under both experiments (see Fig. 15). While some
deviation between the room temperature and its setpoint
is visible during load changes, this is expected because lim-
itations in the vapor-compression cycle model due to the
complexity of the accompanying fluid transients in these
conditions prevent it from exhibiting on/off behavior. As
a result, the cooling capacity when the compressor is at
its minimum frequency is still greater than that which is
required for the space at night, which causes the room
temperature to fall below the setpoint. Given these limi-
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tations, however, the room temperature control is mostly
excellent for both BO-ESC and ESC, which suggests that
the BO-ESC method will not adversely affect the occu-
pant’s thermal comfort. The cooling capacities of the sys-
tem under both types of control are also quite similar,
which correlates well with the consistent room tempera-
ture behavior. It is perhaps most notable that the room’s
relative humidity under BO-ESC is much lower than under
ESC. This represents a beneficial side-effect of minimizing
the fan power consumption; because the fan speeds are
reduced to achieve lower electrical power consumption at
night, the longer residence time of the air in the evaporat-
ing heat exchanger causes the air to be dehumidified more
effectively and reduce the relative humidity in the room.
In this case, the BO-ESC method is able to achieve two
benefits for the price of one: by lowering the fan speed,
it can both reduce the energy consumption of the system
and improve occupant comfort.

Figure 16: Comparison of total energy in kW-hr and energy savings
using TV-ESC and our proposed BO-ESC approach.

Since ESC is not equipped with the information that
there are high load and low load periods of the day, it
does considerably worse in terms of energy savings than
BO-ESC as we see in Fig. 15. To enable a more fair com-
parison, we conduct an additional set of simulations in
which we supply the times of the heat load mode changes
to ESC, and refer to this algorithm as Switched-ESC. Sub-
sequently, we compare the total energy expenditure of the
building self-optimized by ESC, switched-ESC, and BO-
ESC against no self-optimization, i.e., a baseline where the
indoor unit and outdoor unit fan speeds were kept constant
at 450 rpm and 850 rpm, respectively. The energy expen-
diture in kW-hr is plotted in the left subplot of Figure 16
and the right subplot of Figure 16 illustrates the energy
savings of each competing algorithm over the baseline. It
is clear that the Switched ESC shows somewhat improved
performance with the newly supplied heat load informa-
tion. Though there is improvement in ESC performance,
it is nevertheless clear from the figure that the BO-ESC
outperforms both variants of the ESC. This leads us to
reaffirm that in time-varying environments like the one

simulated in this experiment, ESC algorithms need non-
trivial modifications such as BO warm-starting to yield
competitive performance.

5. Conclusions

In this paper, we proposed a self-optimization control
algorithm for set-point optimization of HVAC vapor com-
pression systems. The method uses data to construct a
probabilistic surrogate model that maps the set-points to
the power consumed by the cycle. This probabilistic map
subsequently informs set-point selection in a Bayesian Op-
timization (BO) framework. With few data points, the BO
method computes an initial set of set-points that accelerate
the convergence of extremum seeking methods, that have
previously exhibited excellent self-tuning performance in
similar problems. A combination of BO warm-starting and
Adam acceleration (a well-known optimization method in
the machine learning literature) results in an extremum
seeking solution that can handle highly nonlinear objective
functions, is robust to measurement noise and variation in
environmental conditions, is agnostic to model knowledge
and control algorithms present in the vapor compression
cycle, and in our experience consistently converges faster
than state-of-the-art extremum seeking methods.

While our method is generalizable to any closed-loop
system whose settling time is measurable, one open ques-
tion is how the BO exploration can take place when there
are operational constraints. Although this is not within
the scope of this paper, we intend to explore constrained
versions of ESC and BO that can be synergized for safe
operation applicable to a wide class of thermal engineering
and energy systems in future work.
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Appendix

Acronyms

VCS vapor compression systems BO Bayesian optimization
ESC extremum seeking control GP Gaussian processes
EEV/LEV electronic expansion valve TV-ESC time-varying extremum seeking control
IFS indoor unit fan speed OFS outdoor unit fan speed
DAE differential algebraic equation FMU/FMI functional mockup unit/interface
Adam-ESC Adam-acclerated ESC BO-ESC Bayesian optimization warm-started ESC
EI/PI expected/probability of improvement UCB upper confidence bound

Symbols

N natural numbers R real numbers
f VCS dynamical equations t time index
x VCS system state ν VCS exogenous disturbance/noise
θ VCS set points Θ set of admissible set points
y measured power output J power cost function from state
J̄ power cost function from set point ∇ gradient
∇2 Hessian θ? optimal set point
g estimated gradient d dither signal
kg step size or ESC control gain p number of set points
∆J cost function increment ∆θ set point change
Nd size of data history for gradient filter α forgetting factor for gradient estimator/filter
e gradient filter error K gradient filter gain
P gradient filter covariance mt Adam first moment
vt Adam second moment ε Adam user-defined parameter
� element-wise product operator N number of past measurements in Adam
kt Adam control gain/step size β Adam filter coefficients
K kernel function l GP length-scale
σ0 GP variance σn GP additive noise
N normal density function µ GP predicted mean
σ2 GP predicted variance L GP training loss
KD GP kernel vector KD GP kernel matrix
A GP acquisition function φ zero-mean unit-variance normal density
Φ cdf of φ γ expected improvement component
N0 initial number of burn-in iterations Nθ number of BO iterations for warm-starting

Python 3.7/3.8 Toolboxes with Version #

FMPy 0.2.27 GPFlow 2.2.1
Tensorflow 2.3.1 Numpy 1.19.2
Scipy 1.5.3 Pandas 1.1.3
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