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and analyzed the effects of various models of RACs on energy savings and comfort.
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Abstract

The purpose of this paper is to increase the energy ef-
ficiency of room air conditioners (RAC) while achiev-
ing a comfortable indoor space. We pose the problem
as a multi-objective optimization problem in which
the design variables are the inlet temperature, air
speed, and angle. The multi-objective function con-
stitutes of the temperature uniformity of the room
and average airflow velocity in the room in a region
of interest as representative of thermal comfort, and a
function of coefficient of performance (COP) as rep-
resentative of the energy consumption of the RAC.
Direct-adjoint-looping (DAL) method is used as the
method for optimization, which is a gradient-based
method. We also compared and analyzed the effects
of various models of RACs on energy savings and
comfort.

Key Innovations

• Implemented adjoint-based optimization for the
task of both thermal comfort maximizing and
minimizing the energy consumption within the
built environment.

• Developed a multi-physics framework, which in-
corporates the impact of refrigerant cycle dy-
namics into the dynamics of the turbulent air
flow within the built environment.

• Compared and assessed the impact of various de-
sign variables to control the thermal comfort and
energy consumption by increasing the degrees of
freedom.

• Compared and assessed the impact of each term
in the multi-objective cost function, namely ther-
mal comfort versus the energy consumption.

Practical Implications

Adjoint-based analysis has several advantages over
conventional trial-and-error computational fluid dy-
namics (CFD) of achieving optimal conditions in the
room. The practical importance of the work is two-
fold: i) it provides a systematic method, with math-
ematical guarantees, to seek optimal design variables
to maximize thermal comfort within the room while
decreasing the energy consumption. ii) our method
highlights the importance of using sophisticated con-
trol strategies and degrees of freedom in the design of
next generation HVAC equipment.

Introduction

Modern buildings are a major contributor to energy
consumption in North America, largely due to the
Heating, Ventilation and Air Conditioning (HVAC)
requirements (Cipra (2013)). It is also evident
that indoor airflow greatly affects occupant comfort,
health, and productivity. In the past few decades,
the field of architectural fluid dynamics has seen con-
siderable advances in the form of better theoreti-
cal understanding of buoyancy-driven indoor flows,
novel experimental techniques, and advanced numer-
ical methods (Chen (2009)). There is a rising interest
in combining such recent advances with modern op-
timization and control methods for the purpose of
optimal design and control of flow in the built envi-
ronment (Nabi et al. (2019); Bewley (2001)). This en-
gineering task has the twin goals of maintaining ther-
mal comfort while reducing energy consumption. The
complicated dynamics of airflow within the built en-
vironment, and its interaction with occupants, build-
ing, and the exterior, necessitate a systematic ap-
proach to accomplish this task.

There are various methods to determine air veloc-
ity, temperature, relative humidity, and contaminant
concentration in a room, such as computational fluid
dynamics (CFD), analytical models, and experimen-
tal measurements. However, such methods most often
employ a trial-and-error process to design HVAC sys-
tems that achieve desired conditions in the built en-
vironment (Liu and Chen (2015)). This process can
become computationally intractable for large num-
ber of design variables, rely on domain expertise, and
does not come with a mathematical guarantee for the
optimality.

Recently, many researchers have attempted to use
optimization methods such machine-learning (ML)
based methods (Mousa et al. (2017)), genetic algo-
rithm (GA) method (Xue et al. (2013)) and reduced
order modeling (Vijayshankar et al. (2020)), which
come with many promises. However, such methods
still are very expensive in terms of training the mod-
els and lack appropriate physical interpretation.

The adjoint method has long been identified as the
method of choice for optimization in fluid mechan-
ics (Anderson and Venkatakrishnan (1999); Othmer
(2008)). Indoor airflow optimization is aimed at ob-
taining optimal boundary actuation (either steady or



time-varying) that leads to desired airflow tempera-
ture and velocity distribution characteristics in the
domain of interest. In the past decade, application of
systematic optimization and control to indoor airflow
has been gaining attention (Liu and Chen (2015)). A
parallel but related recent development is the use of
nonlinear adjoint optimization techniques to find ‘op-
timal’, i.e. minimal energy, perturbations that lead
to turbulence in canonical flows.

In our previous work (Nabi et al. (2017)), we for-
mulated and solved a model test-case problem of op-
timal design to determine steady inlet velocity and
temperature that optimize a certain cost functional
related to achieving a desired temperature distri-
bution in part of a room using the Direct-Adjoint-
Looping (DAL) method (Nabi et al. (2017, 2019)).
That study focused on the fully turbulent mixed-
convection regime, resulting from the presence of a
line heat source in addition to forced conditioned air
from the inlet. Since DNS/LES based numerical op-
timization is not feasible with reasonable computing
resources, we employed Reynolds-Averaged Navier-
Stokes (RANS) models to account for interaction be-
tween the mean-flow and turbulent eddies. We val-
idated the numerically computed optimal solutions
with those obtained by optimizing experimentally-
verified analytical reduced-order models for the same
problem.

In this paper, we extend our previous work by extend-
ing the results of 2D case studies, to 3D case stud-
ies. We also consider the important impact of airflow
velocity on the thermal comfort of occupants and in-
vestigate how the relative importance of temperature
to velocity component of thermal comfort can alter
the optimal solution within the room. Finally, we
take into account the energy consumption of the re-
frigerant cycle associated with RAC with analytical
models. The rest of the paper is organized as fol-
lows. In Section 2, we discuss the model and describe
the schematic of the problem. We also formulate the
optimal control problem and discuss the implementa-
tion of the DAL method to solve such problems. In
Section 3, we discuss the results of the optimal design
problem, and the dependence of optimization results
on various problem parameters. In Section 4, we pro-
vide conclusions and sketch out directions for future
research.

Methods

Problem Setup

The optimization problem setup is planned to opti-
mize the airflow of a typical indoor RAC. The room
size is designed based on the typical room size where
RACs are installed in homes. In the heating mode,
the temperature stratification is more pronounced
than the cooling mode, which can lead to thermal
discomfort. Therefore, we focus on the heating mode,
for which the walls are at lower than thermal comfort

Figure 1: lab model.

Figure 2: rac model.

level temperature, as a more challenging case. Fur-
thermore, there is a need to reduce power consump-
tion from the perspective of energy efficiency. The
COP curve in this paper is defined as a function of
the load factor under typical heating conditions. Us-
ing such definition of COP, the problem of minimiz-
ing the energy consumption of RACs can be solved
in a consistent way in the same framework as that
of the thermal comfort. In the control problem of
RAC, the size of the fan or compressor performance
has constraints on the inlet temperature and airflow
speed. By keeping the design variables within these
constraints, the optimal solution realized in this opti-
mization can be realistically reproduced in the RAC
in a room or a laboratory.

Figure 1 shows the size of the laboratory model. The
fresh and conditioned air is supplied into the room via
the RAC in Fig. 2, served as the inlet boundary con-
dition, at a left x-z wall in vicinity of the ceiling. In
this study, we consider two types of RACs. The first
design involves only one inlet and therefore the de-
sign variables are inlet velocity and temperature i.e.
Vin, Tin. The inlet velocity vector design variables
are, in particular, the normal velocity V yin, which de-
termines the volume flux supplied to the room, the
yaw angle θxy, and the pitch angle θzy defined below

θxy = arctan
(V x

in

V y
in

)
(1)

θzy = arctan
(V z

in

V y
in

)
(2)

The second design, which is the main focus of this
study, considers two inlets, each has its own normal



Table 1: Thermal boundary conditions for the walls

North South East West Ceiling Floor
24.5◦C 24◦C 24◦C 24◦C 25◦C 20◦C

velocity, pitch, and yaw angles denoted by V yin,i, θxy,i,
and θzy,i, with i ∈ 1, 2 represents the number of inlet.
It is assumed, however, both inlets share the same
temperature Tin. Typical Reynolds number in our
experiments are 7500 < Re < 15000.

The air is exhausted through an outlet located right
above the RAC. In this study, we considered an empty
room and the impact of heat sources are modeled as
the iso-thermal walls. The details of each wall ther-
mal boundary condition is shown in Table 1, which
are evaluated using experimental data in our proto-
type lab. Due to the asymmetry in wall temperatures,
there will be vertical and horizontal temperature dis-
parities leading to an adverse impact on the thermal
comfort of the occupants. Moreover, the velocity of
air supply may has a negative impact on the ther-
mal comfort. In the meantime, thermal comfort in
the room should be maintained with minimal energy
consumption. Therefore, the task of optimization is
to identify the optimal air supply inlet conditions, i.e.
volume flux, angles, and temperature, that improve
the overall thermal comfort level in the occupant re-
gion while minimizing the energy consumption.

Governing Equations

The turbulent flow is governed by Boussinesq equa-
tions described below (using Einstein notation)

∂vj
∂xj

= 0,

∂vivj
∂xj

+
∂pi
∂xi
− gβδi3(T − Tref )− ∂

∂xj
(νeff

∂vi
∂xj

) = 0,

∂vjθ

∂xj
− ∂

∂xj
(κeff

∂T

∂xj
) = 0,

(3)

with v, p, T as ensemble-averaged velocity, pressure
and temperature, the vertical direction is the third
coordinate direction, and δij is the Kronecker delta.
We use Tref = Tcomf . g and β are gravitational ac-
celeration and coefficient of expansion, respectively.
νeff and κeff are effective viscosity and diffusivity.
We assume Pr = 0.71 as the Prandtl number of air
at room temperature. Boundary conditions are as
follows:

inlet : v = Vin, T = Tin, (ni∂/∂xi)p = 0,

outlet : (ni∂/∂xi)vi = 0, (ni∂/∂xi)T = 0, p = 0,

wall : v = 0, T = Twall, (ni∂/∂xi)p = 0,

(4)

where n is the unit vector normal to the surface. The
velocity and temperature at inlet are denoted by Vin

and Tin, respectively.

Cost Function and Adjoint Equations

In this section, we formally describe the optimization
problem. The region of interest, denoted by Ω, is a
cubical region shown in Fig. 1 to mimic a typical
occupant region in a typical room. Tcomf and vcomf
denote the desired velocity and temperature to be
maintained in Ω. We set vcomf = 0 and Tcomf =
26.5◦C; however, it should be noted that the analysis
is independent of the specific Tcomf value. We define
the cost function as

J =

∫
Ω

[
γT (T (x, y, z)− Tcomf )2+

γv
(
v(x, y, z)− vcomf

)2]
dV

(5)

where γT , γv as weighting factors. Hence, the thermal
comfort model considered in this paper constitutes of
a temperature component, first term of Eq. 5 and a
airflow or velocity component, i.e. the second term
of Eq. 5. The ratio of γT

γv
determines the relative im-

portance of each term, which is studied in this paper.
The optimization problem for such a cost function is
formulayted as

min
Vin,Tin

J = J (W,U),

s.t. R(W,U) = 0,
(6)

where W = (v, p, T ) are the state variables, namely,
velocity vector, pressure and temperature, and U is
the set of design variables, i.e., U = (Vin, Tin). R de-
notes the constraints arising from the state governing
equations, corresponding to the Boussinesq equations
3. Additional constraints may also be implemented
with no change in the formulation of Eq. (6).

We tackle the optimization problem by using the no-
tion of the Lagrangian L to enforce the Boussinesq
equations and constraints, as

min
Vin,Tin

L = J+ < P,R >, (7)

where P = (va, pa, Ta) is the vector of adjoint vari-
ables, and we use the notation 〈f, g〉 =

∫
D fg dV with

D as the whole domain. The adjoint variables are La-
grange multipliers to enforce the state equations Eq.
(3). To ensure the (at least local) optimality of the
solution, we enforce δL = δUL + δWL = 0, where
δG denotes variation of a dependent variable G. We
choose the adjoint variables such that δWL = 0. The
sensitivity equations with respect to control variables
are then obtained as δL = δUL. This idea is the core
of the adjoint method- see e.g. Othmer (2008); Nabi
et al. (2017).

By enforcing that first order variations with respect
to the state variables vanish at optimal solutions, i.e.,



δWL = 0, we obtain the adjoint equations

∂va,j
∂xj

= 0,

va,j
∂vj
∂xi
− vj

∂va,i
∂xj

+ Ta
∂T

∂xi
− ∂

∂xj
(νeff

∂va,i
∂xj

)

+
∂pa
∂xi

= −γvvi,

− gβδi3va,i − vj
∂Ta
∂xj
− ∂

∂xj
(κeff

∂Ta
∂xj

) = −γT (T − Tcomf ).

(8)

The adjoint boundary conditions are

inlet : va = 0, Ta = 0, (ni∂/∂xi)pa = 0,

outlet : pa.n = (va.n)va + νeff (ni∂/∂xi)va,

Ta(va.n) + κeff (ni∂/∂xi)Ta = 0,

wall : va = 0, (ni∂/∂xi)Ta = 0, (ni∂/∂xi)pa = 0,

(9)

We use the ‘frozen turbulence’ hypothesis (Papoutsis-
Kiachagias and Giannakoglou (2016)) in deriving Eq.
8. As a result of this assumption, the effective viscos-
ity used in Eq. 8 is obtained from the k− ε equations
solved along with the direct system of equations Eq.
3. An assessment of the validity of this assumption
has been carried out in Nabi et al. (2017).

The gradient of the cost function with respect to inlet
velocity and temperature is obtained as follows.

∇VinJ = pa,in − νeff (ni∂/∂xi)va,in,

∇TinJ = κeff (ni∂/∂xi)Ta,in,
(10)

In order to update the inlet conditions, we apply a
gradient descent method of the form:

T k+1
in = T kin −

∂J
∂Tin

k

, (11)

where superscript k denotes the number of iteration.
Similar equation can be written for the inlet veloc-
ity. We illustrate the iterative solution procedure
schematically in Fig. 3, which shows the algorithm
for the DAL method. The optimization begins with
an initial guess for the design variables Vin, Tin. The
set of ‘direct’ or forward equations and adjoint equa-
tions are solved in a loop and the subsequent sensitiv-
ity calculation is used to obtain the next guess for the
optimal design variables. This process is repeated un-
til the convergence criterion for the cost functional is
satisfied. For a complete details on derivation, verifi-
cation, and validation of DAL please see our previous
works Nabi et al. (2017, 2019).

Details of Numerical Solver

We use the finite-volume solver OpenFOAM. This
solver uses a collocated grid arrangement and offers

Check convergence ∥ 𝒥! − 𝒥!"# ∥< 𝜖 or ∥ ∇$%$𝒥! ∥< 𝛿

Update the inlet conditions (Eq. 11).

Solve forward Boussinesq equations (𝒗, 𝑝, 𝑇) i.e. Eq. (3) with BCs 
Eq. (4) for which 𝑉&'!"#, 𝑇&'!"# are used.

Solve the adjoint equations (𝒗𝒂, 𝑝), 𝑇)) i.e. Eq. (8) with BCs (9).

Calculate the sensitivity (Eq. 10), i.e. ∇*!"𝒥
! and ∇+!"𝒥

!.  

Guess  𝑉&', , 𝑇&',
Set 𝑘 = 1

End

Yes

No

Next iteration
𝑘 = 𝑘 + 1

Figure 3: Flow chart for the Direct-Adjoint-Looping
(DAL) method.

object-oriented implementations that suit the em-
ployed continuous adjoint formulation. Pressure and
velocity are decoupled using the SIMPLE algorithm
of Patankar and Spalding (1972) in the direct/ad-
joint equations. For the convection terms, second or-
der Gaussian integration is used with the Sweby lim-
iter (Sweby (1984)) for numerical stability. For diffu-
sion, Gaussian integration with central-differencing-
interpolation is used. The discretized algebraic equa-
tions are solved using the Preconditioned biconjugate
gradient (PBiCG) method (Ferziger et al. (1997)).
The adjoint equations are also solved using the nu-
merical method described for solving the forward or
direct equations. We found that using an upwind and
first order method for solving the adjoint equations
Eqs. 8 resulted in inaccurate gradients, and hence
those methods were not adopted.

Model for refrigerant cycle performance and
energy consumption

As shown in Fig. 2, the RAC model has two inlets
and one outlet. To determine the energy consumption
of RAC, we calculate the heat load based on the inlet
and outlet temperature and volume flux as follows

x =
1

Wref

∫
Γinlet

V̄in(Tin − Tout)dS

COP = ax3 + bx2 + cx+ d

COPx = 3ax2 + 2bx+ c

Jpow =
x ·Wref

COP
,

(12)

where the coefficients a, b, c, and d were determined
based on experimental data. V̄in is the average inlet
velocity across the two inlets. Jpow is representative
of energy consumption by the RAC for a given set of
heat load and inlet boundary conditions. As shown
in Eq. 12, the closed-form of COP as a function of
heat load ratio x, enables us to analytically calculate
the gradient of cost function with respect to the inlet



conditions, using chain rule

dJpow
dTin

=
dJpow
dx

dx

dTin
,

dJpow
dVin

=
dJpow
dx

dx

dVin

(13)

Analytical form of
dJpow
dTin

and
dJpow
dVin

can be calculated
in a straightforward fashion. We then modify out
total cost function as

J =

∫
Ω

[
γT (T (x, y, z)− Tcomf )2+

γv
(
v(x, y, z)− vcomf

)2]
dV + wJpow

(14)

We refer to the first two terms, i.e. Eq. 5 as Jcomf .
To calculate the sensitivity we sum up Eq. 10 and w×
Eq. 13. We should mention that two types of RAC
are considered in this study: type I, for which inlet 1
and 2 are assumed to be unified and hence only 1 inlet
is considered (4 design variables in total consisting of
three components of velocity and temperature) and
type II, for which inlets 1 and 2 are independent in
terms of velocity but share the same temperature (7
design variables in total consisting of 2 sets of three
components of velocity and temperature). Finally, for
a realistic simulation and optimization, we enforced
box constraints on the minimum and maximum of the
inlet velocity and temperature.

Results and Discussion

To verify the performance of the DAL method with
consideration of thermal comfort, minimal airflow,
and energy consumption of the refrigerant cycle in the
presence of kinematic and dynamic constraints of the
RAC for optimal design of an indoor environment, we
conducted a series of case studies for representative
lab described in previous sections.

The direct and adjoint simulation time for a typi-
cal case, consisting of 518,070 finite volumes, is, re-
spectively 1764 sec, and 1326 sec on a compute node
with 10 CPUs each with the clock speed of 3.458
GHz. Thus, the total simulation time of one DAL
cycle is 3090 sec. Mesh study is applied for the
number of mesh points and the quantity of inter-
est, i.e. cost function of Eq. 5 becomes almost in-
dependent of the number of finite volumes in the cur-
rent mesh (Richardson extrapolation of Shyy et al.
(2002)). Several iterations may be required for DAL
to converge depending on the initial guess. The con-
vergence criteria for the DAL optimization were that
‖Jk−Jk−1‖ < ε or the overall gradient is ∇totJk < δ,
where k ≥ 2 is the iteration of each DAL cycle,
ε = 1e − 3, and δ = 1e − 4). The overall gradient
∇totJ is defined as the root mean square of all gradi-
ents.

Table 2 summarizes all cases considered in this study.
All cases are at steady-state. Three important com-

parison are to be made: the comparison of cases 2
and 3 to illustrate the impact of RAC type, i.e., hav-
ing one versus two inlets), the comparison of cases 1
and 2 to demonstrate the impact of γV /γT , i.e., the
influence of temperature versus velocity in the ther-
mal comfort model, the comparison of cases 1, 4, and
5 to clarify the impact of w, i.e., power consumption,
respectively, on the optimal results.

We begin our analysis by discussing common features
for all optimization case studies. As illustrated in Fig.
4, the cost function reduces gradually with successive
DAL cycle for all cases. Moreover, as depicted in Fig.
5, the overall gradient decreases with each iteration,
which is expected, as the optimization iterations fol-
low the opposite of the gradient, the cost function
approaches to the local minima, which corresponds
to a smaller gradient values. To avoid inclusion of
all gradients, we only focus on the overall gradient
as well as gradient with respect to x−component of
velocity, i.e. ∇V x

in
J for reasons become clear below.

The first case for which a more detailed analysis is
provided, is the optimization of the supply veloc-
ity and temperature for type II RAC with γv = 1,
γT = 1. For the first round of optimization, we ne-
glect the energy consumption and focus only on the
thermal comfort. As shown in Table 2, the yaw angle
θxy for the optimal solution is almost 0, implying the
jet of incoming flow is towards the center of the room
with very slight deviation. This is due to the sym-
metrical thermal boundary conditions in the lateral
walls. The optimal solution at steady-state is shown
in Fig. 6-a. As shown, the strong jet of relatively
warmer air is descending into the room, upon which,
entrainment of the ambient air towards the jet is oc-
curred, resulting in strong mixing between the RAC
airflow and that of the room. Therefore, an ambient
with characteristics of a well-mixed room is devel-
oped. Since, the temperature component of thermal
comfort is dominant in this case, such well-mixedness
is ensued with strong airflow in Ω. The reduction of
cost function and the overall gradient for this case are
also shown in Fig. 4(a) and 5(a), respectively.

To study the impact of the the design variables on
the nature of thermal comfort, we also study the op-
timization of design variables of RAC of design II
where γv = 1 and γT = 0.001 (dubbed as case 2 in
Table 2), such that the temperature and airflow com-
ponents of the thermal comfort have almost the same
order. As shown in Table 2, the design variables for
such alternative cost function are non-trivially differ-
ent. Of particular interest is the yaw angle which
is towards left and right of the room for inlet 1 and
2, respectively, as opposed to the center injection of
the optimal solution for case 1. This is due to the
fact that there is a meaningful emphasize on reduc-
ing airflow in the region of interest. Such results are
reaffirmed by looking into optimal values of θxy in



Table 2: Various case studies for optimization of thermal comfort and energy consumption for two types of
RAC.

Case No. RAC
type

γv, γT , w V yin,1, θxy,1, θxz,1, Tin optimal values V yin,2, θxy,2, θxz,2 optimal values

1 II 1, 1, 0 2.51,−0.13◦, 50◦, 34.5◦C 2.37, 0.12◦, 37◦

2 II 1, 0.001, 0 1.87,−26◦, 23◦, 44.3◦C 1.67, 22◦, 29◦

3 I 1, 0.001, 0 1.62,−35.6◦, 50◦, 42.4◦C N/A
4 II 1, 0.001, 0.1 1.63,−32◦, 50◦, 41.6◦C 1.66, 35◦, 50◦

5 II 1, 0.001, 1 1.64,−32◦, 50◦, 40.0◦C 1.66, 36◦, 51◦

(a) (b)

(c) (d)

Figure 4: Objective function with respect to number of DAL cycles, denoted as iterations for (a) case 1, (b) case
2, (c) case 3, and (d) case 4.

Table 2, which is approximately less than 1◦ for case
1, while it is |θxy| ≈ 26◦ for case 2. As shown in
Fig. 5, such values of θxy in each case result in very
small values of ∇xVin

J at the end of iterations. Com-
parison of case 2 and 3 reveals the importance of the
cost function on the design variables and indicates
different physical processes are favored based on such
a choice. The optimal solution of case 2 is shown in
Fig. 6-b.

As the third case, we consider the optimization of the
supply velocity and temperature for a type I RAC,
i.e. one inlet types, with γv = 1 and γT = 0.001. The
optimal solution of case 3 is shown in Fig. 6-c. As
indicated, the airflow component is slightly larger in
vicinity of RAC with some differences in the temper-
ature distribution in the room. With reference to Fig.

4, we observe that the optimal cost function related to
type II has a lower value, and hence more optimized
solution, compared to type I. Results of comparison of
case 2 and 3 demonstrate that i) DAL is successful to
increase the thermal comfort of occupants, while sat-
isfying the constraints, systematically for all designs,
and ii) design II, i.e. RAC with two separate inlets,
due to having higher degrees of freedom for the design
variables, is able achieve 8% smaller cost function,
which proves more sophisticated designs are more fa-
vorable in terms of thermal comfort of the occupants
in the built environment.

As an important part of this study, we consider cases
4 and 5, which are type II designs with γv = 1 and
γT = 0.001 but with inclusion of energy consumption.
For case 4 and 5 the weight for energy consumption



(a) (b)

(c) (d)

Figure 5: Overall gradient, ∇totJ , as top panel and gradient with respect to the x−component of velocity, ∇V x
in
J ,

as a function of DAL iterations for (a) case 1, (b) case 2, (c) case 3, and (d) case 4. For type II RAC, the
blue/solid and red/dotted curves denote, respectively, sensitivity with respect to inlet 1 and inlet 2.

is w = 0.1 and 1, respectively. For case 4, Jpow has a
similar order of magnitude as Jcomf while for case 5,
the energy consumption is relatively more important.
The streamlines of case 4 are not very different than
that of case 2 and hence not included. Also, as is
evident in Table 2, the optimal solution of case 5 and
4 are very similar, which signifies that for moderate
values of weighting for energy consumption, the op-
timal solution is relatively robust and does not alter
significantly with w. Due to the similarities of cases
4 and 5, only results for case 4 are included in Figs.
4 and 5. It should be noted that for very large values
of w, the minimum allowable velocity is the optimal
solution, since thermal comfort becomes negligible.
Finally, during the optimization process using DAL,
16% reduction in overall cost, i.e. Jcomf + Jpow from
the initial guess, is osberved in case 4.

Conclusion

In this paper, we studied the problem of optimizing
the temperature and velocity distribution in a domain
containing turbulent buoyancy-driven flow associated
with a RAC injected in a room. The method for
the optimization is adjoint-based sensitivity analysis,
which we proved as a DAL algorithm. We validated
such problems in the past for 2D flows with no consid-

eration of energy consumption. An important contri-
bution of this paper is to consider a realistic 3D tur-
bulent flow with box constraints for design variables
by taking into account the energy consumption.

We studied the impact of i) cost function choice, e.g.
relative weightings of temperature to velocity compo-
nents in Jcomf , ii) degrees of freedom, e.g. type I and
type II RACs, and iii) energy consumption by con-
sidering w = 0, 0.1, and 1 for steady-state on the op-
timal design variables. Our results demonstrate that
depending on the choice of thermal comfort model,
a higher airflow with almost well-mixed room, or a
lower airflow with larger stratification can be the op-
timal velocity and temperature distribution. Imple-
menting a correct thermal comfort model requires
consideration of several other parameters such as air
relative humidity, clothing, and even mindset of oc-
cupants, which in turn necessitates consideration of
additional constraints that is beyond the scope of
the present manuscript. Nonetheless, our proposed
framework is able to accommodate more complicated
cost functions.

Our knowledge about the physics of the problem con-
sidered in this study assists us to start with a guess
that does not result in numerical problems. Hence,



(a)

(b)

(c)

Figure 6: Streamlines, in black, superposed on a col-
ormap of the temperature for the optimal solution cor-
responding to case 1-3. Results are shown in the mid-
center plane.

the reduction in the cost functions observed in Fig.
4 are of important value as they start with an intel-
ligent guess. DAL, similar to other gradient-based
optimization methods, is seeking local minima. In
this study, we used multistart initial guess strategy
to ensure the quality of optimization.

Next steps include, validation of the optimization re-
sults using similitude experiments.
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