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Abstract
Point cloud is an emerging data format useful for various applications such as holographic
display, autonomous vehicle, and augmented reality. Conventionally, communications of point
cloud data have relied on digital compression and digital modulation for three-dimensional
(3D) data streaming. However, such digital-based delivery schemes have fundamental is-
sues called cliff and leveling effects, where the 3D reconstruction quality is a step function
in terms of wireless channel quality. We propose a novel scheme of point cloud delivery,
called HoloCast+, to overcome cliff and leveling effects. Specifically, our method utilizes hy-
brid digital-analog coding, integrating digital compression and analog coding based on graph
Fourier transform (GFT), to gracefully improve 3D reconstruction quality with the improve-
ment of channel quality. We demonstrate that HoloCast+ offers better 3D reconstruction
quality in terms of the symmetric mean square error (sMSE) by up to 18.3 dB and 10.5 dB,
respectively, compared to conventional digital-based and analog-based delivery methods in
wireless fading environments.
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Abstract—Point cloud is an emerging data format useful for
various applications such has holographic display, autonomous
vehicle, and augmented reality. Conventionally, communications
of point cloud data have relied on digital compression and
digital modulation for three-dimensional (3D) data streaming.
However, such digital-based delivery schemes have fundamental
issues called cliff and leveling effects, where the 3D reconstruction
quality is a step function in terms of wireless channel quality.
We propose a novel scheme of point cloud delivery, called
HoloCast+, to overcome cliff and leveling effects. Specifically,
our method utilizes hybrid digital-analog coding, integrating
digital compression and analog coding based on graph Fourier
transform (GFT), to gracefully improve 3D reconstruction quality
with the improvement of channel quality. We demonstrate that
HoloCast+ offers better 3D reconstruction quality in terms of
the symmetric mean square error (sMSE) by up to 18.3 dB and
10.5 dB, respectively, compared to conventional digital-based and
analog-based delivery methods in wireless fading environments.

Index Terms—Point Cloud, Hybrid Digital-Analog Coding,
Graph Signal Processing, Wireless Transmission

I. INTRODUCTION

Holographic displays [1], [2] have emerged as attractive
interface techniques for reconstructing three-dimensional (3D)
scenes and objects that provide full parallax and depth in-
formation for human eyes. The 3D holographic display can
be widely used for many applications: entertainment, remote
device operation, medical imaging, vehicular perception, vir-
tual/augmented reality (VR/AR), and simulated training as
shown in Fig. 1. Point cloud [3] is one of data structures
to represent 3D scenes and objects for such holographic
displays [4]. Point cloud consists of a set of 3D points, each
of which is typically associated with 3D coordinates, i.e., (X,
Y, Z), and color attributes, i.e., (R, G, B) or (Y, U, V).

In contrast to conventional 2D images, 3D points in point
cloud data are not regularly aligned and are non-uniformly
distributed in space. One of the major issues in point cloud
delivery is how to encode and send such numerous and
irregular structure of 3D points while maintaining high 3D
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(a) Light detection and ranging (LIDAR) scenario [5]

(b) Virtual/augmented reality (VR/AR) scenario [6]

Fig. 1. Examples of holographic applications using point cloud.

reconstruction quality on displays. Large traffic causes low
reconstruction quality over limited bandwidth links, especially,
in wireless links.

For point cloud compression over wireless links, conven-
tional schemes use digital-based spatial-domain encoders, such
as popular Point Cloud Library (PCL) [7], [8], and graph-
domain encoders. The encoders mainly consist of octree de-
composition, decorrelation, quantization, and entropy coding.
Specifically, a sender first decomposes 3D points into multiple
3D point sets [9] and takes quantization and entropy coding
for each point set to generate the compressed bit stream for
transmissions. After the compression, the transmission part se-
quentially uses channel coding and digital modulation schemes
to reliably send the compressed bit stream to the wireless 3D
display. High-quality transmissions of point clouds over wire-
less links can provide a good immersion for VR/AR users on
mobile devices as shown in Fig. 2. Such mobile high-quality
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Fig. 2. Wireless point cloud delivery for immersive video applications.

VR/AR applications will bring significant benefits for post-
coronavirus (COVID-19) society. For example, holographic
teleconference based on the AR can realize natural and smooth
online communications.

However, the existing schemes of digital-based point cloud
delivery suffer from the following problems due to the wireless
channel unreliability. First, the encoded bit stream is highly
vulnerable for bit errors [10] occurred in wireless channels.
Below a certain signal-to-noise ratio (SNR), wireless fading
can cause catastrophic errors for entropy decoding of point
cloud data, resulting into a significant degradation of recon-
struction quality. This phenomenon is called cliff effect [11].
Second, the reconstruction quality does not improve even when
the wireless channel quality is improved unless an adaptive
rate control of source and channel coding is performed in a
real-time manner according to the rapid fading channels. This
is called leveling effect. Finally, quantization is a lossy process,
and its distortion cannot be recovered at the receiver.

To overcome the above-mentioned problems, we have pre-
viously proposed HoloCast [12] for wireless point cloud
delivery. HoloCast considers 3D points as the vertices in a
graph with edges between nearby the vertices to deal with
the irregular structure of the 3D points, motivated by graph
signal processing (GSP) [13], [14]. HoloCast takes graph
Fourier transform (GFT) for such graph signals to exploit the
underlying correlations among the adjacent graph signals, and
directly transmits linear-transformed graph signals as a quai-
analog modulation over the channel. Instead of requiring for
the transmitter to control the bit rate and video resolution,
HoloCast enables the receiver to decode the point cloud with a
bit rate and resolution commensurate with the wireless channel
quality. However, in general, analog transmission schemes via
linear mapping (from source signals to channel signals) are rel-
atively inefficient. The performance of an analog transmission
scheme degrades as the ratio of maximum energy to minimum
energy of the source component increases, according to [15].

In this paper, we propose an extended version called
HoloCast+ to achieve better 3D reconstruction quality without
cliff and leveling effects. For this purpose, HoloCast+ intro-
duces hybrid digital-analog (HDA) coding for high-quality
3D point cloud delivery. The HDA coding integrates the
digital and analog point cloud compression to exploit both
merits offered by analog and digital transmission schemes.
Each technique plays the following roles in 3D reconstruction

quality improvement.
• Digital Coding: HoloCast+ separately encodes the 3D

coordinates and color components of an original point
cloud and uses binary phase shift keying (BPSK) with
a low-rate convolutional code for transmission. The en-
coder then calculates the residuals between the original
and digital-encoded attributes. The residuals can reduce
the ratio of maximum variance to minimum variance so
that the subsequent analog coding can achieve the highest
performance gain.

• Analog Coding: The residuals of both attributes are
transformed into the frequency domain by using GFT
to further compact the signal energy. The transformed
residuals are directly mapped to Q (quadrature-phase)
component to avoid interference to the digital-modulated
symbols. Analog transmission ensures that the received
3D reconstruction quality will improve with the instanta-
neous magnitude of wireless channels.

Using public point cloud data, we verify that HoloCast+
prevents cliff and leveling effects at high SNR regimes and
yields better 3D reconstruction quality irrespective of wireless
channel quality. For example, the proposed method improves
the reconstruction quality of the 3D coordinates by 18.3 dB
and 10.5 dB on average compared with the existing octree-
based digital and analog-based HoloCast schemes, respec-
tively, across the wireless channel SNRs from −3 to 30 dB.

This paper has the following major contributions:
• We extend HoloCast with HDA delivery of 3D point

cloud data.
• Our work is the first study on the integration of the graph-

based analog coding for the quality enhancement of HDA
point cloud delivery.

• HoloCast+ adopts blind data detection [16] to mitigate
the metadata overhead for analog decoding.

• We discuss the effects of decorrelation and graph Lapla-
cian matrix on 3D reconstruction quality. We empirically
show that the random-walk GFT realizes better energy
compaction compared with the other decorrelation tech-
niques.

• We evaluate both 3D and 2D reconstruction quality of
comparative schemes. HoloCast+ can project a clean
image from the reconstructed 3D point cloud irrespective
of the 2D projected angles.

II. RELATED WORKS

A. Digital-based Point Cloud Delivery

The point cloud representing 3D scenes or objects require
numerous data traffic in general [17]. To reduce the amount of
data traffic in point cloud delivery, two transform techniques
were proposed for energy compaction of the non-ordered and
non-uniformly distributed signals: Fourier-based transform,
e.g., GFT, and wavelet-based transform, e.g., Region-Adaptive
Haar Transform (RAHT) [18]. For example, recent studies
took GFT for the color components [19] and 3D coordi-
nates [20] of the graph signals for signal decorrelation. They
used quantization and entropy coding for the compression of
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the decorrelated signals. [21] realized graph-domain predic-
tion before the decorrelation for further energy compaction
after the compression. The wavelet-based RAHT scheme is
a hierarchical transform for the color attribute of the graph
signals without the need of eigenvalue decomposition [18],
[22]. Based on the RAHT feature, the study in [23] real-
ized region of interest (ROI)-based point cloud coding for
the wavelet coefficients. The recent study proposed Region
Adaptive GFT (RA-GFT) [24], which is a multiresolution
transform by combining spatially localized block transforms,
to deal with ROI-based point cloud coding even in the GFT
coefficients.

B. Graceful Image/Video Delivery

Graceful image/video delivery schemes have been proposed,
e.g., in [25]–[28] to grecefully improve the reconstruction
quality with the improvement of instantaneous wireless chan-
nel quality. For example, SoftCast [25] was designed to realize
graceful video delivery. They skip quantization and entropy
coding, and use 3D discrete-cosine transform (DCT) and
analog modulation, which maps DCT coefficients directly to
transmission signals. FoveaCast [26] and another study [29]
considered human-perception-based graceful video delivery to
enhance the reconstruction quality of the ROI parts. FoveaCast
considers the foveation characteristic of human vision systems
into the power allocation for better quality in visual perception.
The study in [29] uses you-only-look-once (YOLO) structure
to find the ROI and non-ROI parts from each image to assign
unequal transmission power for human-perceptual quality en-
hancement.

FreeCast [28] extended the graceful video delivery towards
multi-view video plus depth (MVD) signals. They use 5D-
DCT for decorrelation and directly send the coefficients to
realize graceful quality improvement. Another study in [30]
also designed SoftCast for the MVD signals. They consider
the view synthesis distortion into power allocation problems
to realize optimal reconstruction quality at the reference and
virtual views. OmniCast [31] and 360Cast [32] were designed
for graceful 360-degree video delivery. Both schemes defined
the distortion model of 2D projection to realize the optimal
viewport quality on each user’s head mounted display. The
recent study in [33] accommodated diverse users with both
heterogeneous resolutions and channel conditions in graceful
video delivery by using spatial decomposition for the source
signals.

In view of loss resilience of graceful delivery, some stud-
ies in [34] and [35] proposed graceful video delivery sys-
tems using block-based compressed sensing. The sender ran-
domly/adaptively samples the source signals and the receiver
reconstructs the source signals from the limited number of the
received samples by using the iterative thresholding algorithm.
An experimental study [36] implemented the graceful video
delivery onto the software radio platform and empirically
demonstrated the benefits of the graceful video delivery over
real-world wireless channels. We note that all of the above-
mentioned studies considered that the source image/video
signals are ordered and uniformly distributed signals.

Our HoloCast [12] was the first study on wireless 3D point
cloud delivery for mobile holographic displays. HoloCast in-
tegrated graceful transmission with GSP to deal with irregular
structure of the 3D points. HoloCast takes GFT [13], [14]
for each attribute to compact the signal power, whose output
is then scaled and directly mapped to transmission signals
without relying on digital modulation schemes.

C. Overhead Reduction in Graceful Image/Video Delivery

In graceful image/video delivery schemes, a sender needs
to let the receiver know the power information of all the
transformed signals to demodulate the signals. However, it
requires a relatively large amount of overhead. To reduce the
amount of overhead, the existing schemes [25] used chunk
division, while it can cause a degradation due to improper
power allocation. To achieve better image/video quality under
a low overhead requirement, a method proposed in [11]
exploited a Lorentzian model to obtain the power information
at the receiver with only a few parameters, while achieving an
excellent streaming quality in band-limited environments. In
addition, a recent study in [37] used an end-to-end deep neural
network to reconstruct the power information from the limited
number of the latent variables for further overhead reduction.
Although the fitting-based overhead reduction realized better
reconstruction quality, it still needs a large computation cost
for fitting. To reduce the communication overhead without
any additional computational cost at transmitter, blind data
detection (BDD) [16] was proposed to decode the signal
without the power information at the receiver. Specifically,
they use zero-forcing estimator and sign of the received signal
to approximate the original signal.

Overhead reduction of point could delivery was discussed
for HoloCast in [38], where the Givens rotation was applied
to efficiently compress the GFT matrix. The end-to-end deep
learning approach was also investigated for point cloud de-
livery without overhead requirement [39], where graph neural
network was introduced to compress the 3D data.

D. Hybrid Digital-Analog Coding for Image/Video Delivery

There are several HDA coding for image/video transmission
schemes [40]–[45] to exploit both the benefits of conventional
digital-based and graceful analog-based delivery schemes.
Most typical HDA coding schemes [42], [43], [45] use digital
coding for video frames and DCT-based analog coding for
the residuals. They firstly assign transmission power for the
digital symbols for reliable delivery and then assign the rest
of the transmission power for the analog symbols to enable
graceful reconstruction quality depending on the wireless
channel quality. A recent study in [46] defined an adaptive
recursive distortion estimate to adaptively assign the transmis-
sion power for the digital and analog symbols based on the
estimated distortion. Another study [47] utilized channel state
information (CSI) to decide transmission power assignment
for digital and analog components across orthogonal frequency
division multiplexing (OFDM) subcarriers.

Another study [48] extended the HDA delivery for the MVD
signals by solving view synthesis distortion. Although the
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Fig. 3. End-to-end hybrid digital-analog point cloud delivery systems: HoloCast+.

above studies designed frame-level HDA delivery schemes,
some studies [40], [41] designed bit-level HDA delivery
schemes. Specifically, they use digital coding for lower-order
bits and analog coding for higher-order bits of the pixel values
to provide baseline quality through the digital symbols and
quality enhancement through the analog symbols.

E. Distinguished Feature of Proposed Method

Our HoloCast+ is the extension of our HoloCast to yield
better 3D reconstruction quality without cliff and leveling
effects. HoloCast+ is the first HDA scheme for the graph-
based point cloud delivery to deal with the irregular structure
of the 3D points. The digital coding can provide the baseline
quality and realize the energy compaction of the point cloud
signal for analog delivery. The graph-based analog coding
decorrelates the residuals in graph-domain to boost the qual-
ity enhancement according to the improvement of wireless
channel quality. To reduce the communication overhead for
the analog decoding, HoloCast+ uses BDD for the analog
decoding. Although BDD causes quality degradation due to
noise enhancement issues, we show that HoloCast+ achieves
metadata-free delivery with better 3D reconstruction quality.

III. HOLOCAST+: GRACEFUL POINT CLOUD DELIVERY

The objectives of our study are four-fold; 1) to prevent
cliff/leveling effects in 3D scene reconstruction due to channel
quality fluctuation, 2) to gracefully improve 3D reconstruction
quality with the improvement of wireless channel quality, 3) to
achieve highly efficient energy compaction for soft point cloud
delivery, and 4) to realize lower-overhead communications.

Fig. 3 shows the end-to-end architecture of our proposed
HoloCast+, where both the encoder and decoder consist of
digital and analog parts. The digital encoder separately en-
codes 3D coordinates and the corresponding colors to generate
a bit stream. The digital bits of the 3D coordinates and color
components are channel-coded by a low-rate convolutional
encoder and modulated by binary phase-shift-keying (BPSK)
scheme for reliable transmission. The analog encoder obtains
the reconstructed 3D coordinates and colors from the digital
encoder and calculates the residuals between the original and
reconstructed attributes. The residuals are then transformed
into the graph spectrum domain by using GFT. The GFT

coefficients are mapped to the quadrature (Q) component to
avoid the interference to the digital-modulated symbols. The
power controller assigns unequal transmission power for the
digital-modulated and analog-modulated symbols, and then
the superposed symbols are transmitted to the receiver. The
receiver extracts the digital-modulated and analog-modulated
symbols from the received symbols. The digital part for the 3D
coordinates and color components is reconstructed by digital
decoding, while the residual part is obtained by the analog
decoding. The receiver finally adds the reconstructed residuals
to the output of the digital decoder for the 3D display.

A. Digital Encoder

The 3D coordinates and color components in point cloud
residing on N points are represented with N × 6 vectors. We
let x, y, and z denote the first three column vectors specifying
the 3D coordinates, and r, g, and b be the rest three vectors
for the color components.

In HoloCast+, the original 3D coordinates are encoded by
using octree decomposition [7], [49]. The octree is a tree
structure where every branch node represents a certain volume
in the 3D space. When a volume containing at least one signal
from the 3D point cloud, it is said to be an occupied volume.
In the octree decomposition, the 3D space is hierarchically
partitioned into volumes. The partition starts from the root
volume which contains all the 3D points and each volume can
generate eight children volumes.

We assume that a 3D point cloud is contained in a volume
of D×D×D voxels. The volume is vertically and horizontally
decomposed into eight sub-volumes with the dimension of
D/2×D/2×D/2 voxels. This process is recursively repeated
for each occupied sub-volume until D will be 1. In each de-
composition step, the digital encoder is verified which volumes
are occupied. The occupied volumes are marked as 1 and the
unoccupied volumes are marked as 0. The octets generated
during this process represent an octree node occupancy state
in 1-byte word. The octets in the octree are traversed in
breadth-first order and the ordered octets are compressed by an
arithmetic coder considering the correlation with neighboring
octets.

Here, the compression level of the 3D coordinates depends
on the number of the decomposition steps. If the recursive
decomposition provides all the end sub-volumes containing
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Fig. 4. Graph Fourier transform (GFT) to convert point cloud attributes into the graph spectrum density via eigen-space of the graph Laplacian matrix.

only one 3D point, the compression is lossless. Unless other-
wise (containing multiple 3D points in some sub-volumes),
the compression is lossy. In this case, we regard the 3D
coordinates of the points in the sub-volume as the center of
the sub-volume. In this paper, we adjust the available number
of 3D points in each volume to control the compression level
of the 3D coordinates.

On the other hand, HoloCast+ encodes the color com-
ponents by using the digital-based operations of quantiza-
tion and entropy coding. We let fcolor denote the column
vector containing the each color component. Each vector of
the color components is uniformly quantized as f ′color =
round(fcolor/Qcolor), where Qcolor is the quantization step
size for the color components. The quantized vector f ′color is
then coded by an arithmetic coding to generate digital bits.

B. Analog Encoder

The digital encoder is typically lossy due to finite quntiza-
tion and incomplete octree decomposition. In addition, channel
coding and digital modulation are difficult to be adaptive in a
real-time fashion depending on the rapid change of wireless
fading channels. Therefore, the digital part alone suffers from
the cliff/leveling effects. To realize the graceful performance,
HoloCast+ uses the analog encoder for the residual signals
of the analog part, i.e., the residual 3D coordinates p =
[x′′, y′′, z′′]T = [x−x′, y−y′, z−z′]T ∈ R3×N and the residual
color components c = [r′′, g′′, b′′]T = [r − r′, g − g′, b −
b′]T ∈ R3×N .

1) Graph Construction: Given the residual of the digital
compression, HoloCast+ uses a weighted and undirected
graph G = (V ,E,W ) where V and E are the vertex and
edge sets of G, respectively. W is an adjacency matrix having
positive edge weights and the (i, j)th entryWi,j represents the
weight of an edge connecting vertices i and j. We consider
the attributes of the point cloud, i.e., the residuals of the 3D
coordinates p and the residuals of the color components c, as
signals that reside on the vertices in the graph.

2) Graph Fourier Transform for Residuals: Fig. 4 illus-
trates how to transform a graph signal into the graph spectrum
domain by using GFT. From the attributes of the graph signal,
each weight Wi,j can be calculated, e.g., by the bilateral

Gaussian kernel [50] as follows:

Wi,j = exp

(
−
(
‖pi − pj‖22

κp
+
‖ci − cj‖22

κc

))
, (1)

where κp and κc are hyperparameters specifying the kernel
width for 3D coordinates and color components, respectively.
In HoloCast+, we use the standard deviation across the
corresponding attributes for the hyperparameters κp and κc.
A sender then transforms the residuals into spectral repre-
sentation using GFT. The GFT is defined through the graph
Laplacian operator L using edge weight matrix W and degree
matrix D, where D is a diagonal matrix whose ith diagonal
element is equal to the sum of the weights of all the edges
incident to the ith vertex. Specifically, the diagonal matrix is
represented as follows:

Di,j =

{∑N
n=1Wi,n, if i = j,

0, otherwise.
(2)

Based on the degree matrix, we can calculate some variants
of the graph Laplacian matrix [51]:

L =D −W , (3)

L = I −D−1W , (4)

where I denotes an identity matrix of proper dimension. We
refer to the above graph Laplacian matrices as regular and
random-walk graph Laplacian, respectively.

In general, the graph Laplacian is a real symmetric matrix
that has a complete set of orthonormal eigenvectors with corre-
sponding nonnegative eigenvalues. To obtain the eigenvectors
and eigenvalues, the eigenvalue decomposition of the graph
Laplacian matrix is performed as:

L = Φ∆Φ−1, (5)

where Φ is the eigenvectors matrix and ∆ is a diagonal matrix
containing the eigenvalues.1 The multiplicity of the smaller
eigenvalue indicates the number of connected components of
the graph. The GFT coefficients of each attribute are obtained

1For non-diagonalizable graph Laplacian matrix, the singular value decom-
position (SVD) is instead used to express as L = Ψ∆Φ−1 where Ψ , ∆
and Φ denote left singular vectors matrix, diagonal matrix containing singular
values, and right singular vectors matrix, respectively. In this case, we use the
right singular vectors of Φ as the graph-based transform basis matrix Φ.
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by multiplying the graph-based transform basis matrix by the
corresponding residual vector e ∈ RN as follows:

s = eΦ, (6)

where s is a vector of GFT coefficients corresponding to the
residuals of e.

C. Power Allocation

In HoloCast+, the power controller decides transmission
powers for digital and analog encoders based on the wireless
channel quality. The transmitter first decides power allocation
for digital encoder to ensure enough power to decode the
entropy-coded bit stream correctly. When the channel quality
is low, the receiver will face difficulty in decoding the bit
stream correctly. For that case, our scheme switches to pure
analog transmission to prevent the cliff effect. To decide
the transmission power for the digital encoder, the power
controller calculates the power threshold to decode the bit
stream correctly:

Pth = N0 · γ0, (7)

where Pth is the power threshold and N0 is the average noise
power of the wireless channel. Here, γ0 is the required SNR
to guarantee that the decoding bit-error rate (BER) is not
larger than a target BER. After the threshold calculation, the
transmitter decides the transmission powers for digital encoder
Pd and analog encoder Pa, respectively, as follows:

Pd =

{
Pth, Pth ≤ Pt,

0, otherwise,
(8)

Pa = Pt − Pd, (9)

where Pt is the total power budget.
Let xi denote the ith transmission symbol. The symbol xi

is formed by superposing a BPSK-modulated symbol x〈d〉i and
analog-modulated symbol x〈a〉i as follows:

xi = x
〈d〉
i +  x

〈a〉
i , (10)

where  =
√
−1 denotes the imaginary unit. The BPSK-

modulated symbol and the analog-modulated symbol are
scaled by Pd and Pa, respectively, as follows:

x
〈d〉
i =

√
Pd · bi, x

〈a〉
i = gi · si, (11)

where bi ∈ X = {±1} is the BPSK-modulated symbol and
si ∈ si is the ith GFT coefficient. Here, gi is a scale factor
for ith GFT coefficient. The optimal scale factor gi is obtained
by minimizing the mean square error (MSE) under the power
constraint for analog encoder of Pa as follows:

min
{gi}

MSE = E
[
(si − ŝi)2

]
=

1

N

N∑
i

σ2λi
g2i λi + σ2

, (12)

s.t.
1

N

N∑
i

g2i λi = Pa, (13)

where E[·] denotes expectation, ŝi is a receiver estimate of
the transmitted GFT coefficient, λi = |si|2 is the power of
the ith GFT coefficient, N is the total number of coefficients,

and σ2 is a receiver noise variance. As shown in [25], the
near-optimal solution is expressed as

gi = mλ
−1/4
i , m =

√
NPa∑
j λ

1/2
j

. (14)

Over the wireless links, the receiver obtains the received
BPSK-modulated and analog-modulated symbols, which are
modeled as follows:

yi = xi + ni, (15)

where yi is the ith received symbol and ni is an effective
AWGN with a variance of σ2. We assume an effective fading
attenuation is considered in the noise variance.

D. Decoder

1) Digital Part: The receiver first extracts BPSK-modulated
symbol from the in-phase (I) component of each received
symbol, i.e., <(yi). To decode the modulated symbol, the
digital decoder calculates log-likelihood ratio (LLR) values
from the received symbols:

Li = ln
Pr(yi|1)
Pr(yi|0)

, (16)

where Li is the LLR value of the received symbol. Here,
Pr(yi|ω) denotes the probability that the received signal is
yi conditioned on the transmitted bits of ω, i.e., Pr(yi|ω) =
1
πσ2

i
exp
(
− 1
σ2
i
(<(yi) −M(ω))2

)
where M(ω) ∈ (−1)ω

√
Pd

is the BPSK modulated symbol for ω. After computing the
LLR values for all received symbols, the receiver deinterleaves
the LLR values and feeds them into the Viterbi decoder. The
output of the Viterbi decoder is the entropy-coded bit stream,
which will be further decoded by an arithmetic decoder to
reconstruct the 3D coordinates and color components.

2) Analog Part: The receiver extracts residual values from
the Q component of each received symbol, i.e., =(yi). The
receiver first uses the MMSE filter [25] for the extracted value:

ŝi =
giλi

g2i λi + σ2
· =(yi). (17)

The analog decoder then reconstructs corresponding residuals
ê by taking the inverse GFT (IGFT) for the filtered GFT
coefficients in each attribute ŝ as follows:

ê = ŝ Φ−1. (18)

By adding the decoded residuals ê into the reconstructed 3D
point clouds based on the digital part, we can achieve graceful
quality.

E. Overhead Reduction for Analog Decoding

To carry out the MMSE filtering in (17), the sender needs
to correctly notify the receiver the value of λi of all the GFT
coefficients as the metadata. For example, to transmit a point
cloud with N = 800,000 points, there will be 6N = 4,800,000
coefficients. This overhead will cause performance degradation
and consume extra transmission power. To reduce a large
overhead, the conventional graceful delivery scheme [25]
divides the coefficients into multiple chunks and carry out
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chunk-wise scaling and MMSE filter. However, the overhead is
still high in general and the chunk division can cause another
factor of performance degradation due to a loss of optimality
for scaling with respect to (17).

Although the existing metadata reduction schemes [11], [37]
based on a signal model can realize the approximation of
the metadata power, they need a large computational cost
and prior knowledge. HoloCast+ instead uses the BDD [16]
to decode the residual without large computational cost and
the prior knowledge. Specifically, HoloCast+ first scales each
GFT coefficient with an optimal scaling factor at the analog
encoder. With λi = |si|2, (14) can be rewritten as:

gi = m|si|−1/2. (19)

The received signal of the analog part can be then modeled:

=(yi) = gi · si + ni = m|si|−1/2si + ni. (20)

Here, we can estimate the amplitude of si via a zero-forcing
estimator:

|ŝi| = (=(yi)/m)2, (21)

and use the sign of the received symbol to predict the sign
of si, i.e., sign(ŝi) = sign(=(yi)). Accordingly, we obtain an
estimate of si as follows:

ŝi = |ŝi| · sign(ŝi) = (=(yi)/c)2 · sign(=(yi)). (22)

The above equation shows that the amplitude of the GFT
coefficients is proportional to the squared amplitude of the
received analog-modulated symbol. For decoding all the GFT
coefficients, the analog decoder only needs to know the
value of the constant m. As a result, BDD in the proposed
HoloCast+ realizes almost metadata-free, i.e., single metadata
transmission of m. Nevertheless, the zero-forcing estimation
used in the BDD can generally cause a noise enhancement
issue, which may degrade the reconstruction quality.

IV. PERFORMANCE EVALUATION

A. Simulation Settings

Performance Metric in 3D Point Cloud: We evaluate the
3D reconstruction quality of point cloud delivery in terms of
the symmetric MSE based on [52] in each attribute of 3D
coordinates p and color components c. The symmetric MSE
of the 3D coordinates, sMSExyz, can be obtained as follows:

sMSExyz =
1

2

(
d(porg → pdec) + d(pdec → porg)

)
, (23)

where porg is the original 3D coordinates and pdec is the
decoded 3D coordinates. Here, each way of the asymmetric
MSE in the 3D coordinates are defined as follows:

d(porg → pdec) =
1

N

∑
p∈porg

(
min

p′∈pdec

∥∥p− p′∥∥2
2

)
,

d(pdec → porg) =
1

N

∑
p∈pdec

(
min

p′∈porg

∥∥p− p′∥∥2
2

)
.

Note that the sMSE is closely related to the augmented
Chamfer distance.

The symmetric peak SNR (sPSNR) of the color components
is derived analogously as follows:

sPSNR =
2552

1
2

(
d(corg → cdec) + d(cdec → corg)

) , (24)

where corg and cdec are the original and decoded color
components, respectively. The distance of the color component
is defined as follows:

d(corg → cdec) =
1

N

∑
c∈corg

(∥∥c− cdec(p′min)
∥∥2
2

)
,

p′min = arg min
p′∈pdec

∥∥porg − p′∥∥22,
d(cdec → corg) =

1

N

∑
c∈cdec

(∥∥c− corg(p′′min)
∥∥2
2

)
,

p′′min = arg min
p′′∈porg

∥∥pdec − p′′∥∥22,
where corg(p) and cdec(p) represent the original and decoded
color components of the corresponding 3D coordinates p,
respectively.
Point Cloud Dataset: We use publicly available point
cloud data, namely, pencil 10 0, pencil 9 0, pencil 4 0,
pen 4 0, and milk color whose number of points N is 2,731,
6,712, 5,712, 23,649, and 13,704, respectively. To deal with a
large number of 3D points in both digital and analog coding,
we discretize the 3D points into multiple voxels using the
octree decomposition and take a decorrelation method for each
voxel. We consider each voxel contains up to 6,000 3D points.
Wireless Settings: The received symbols are impaired by an
AWGN channel. For digital-based delivery schemes, we use
a rate-1/2 or 1/4 convolutional code with a constraint length
of 10 for the compressed bit stream. We use the digital mod-
ulation formats of BPSK and Quadrature Phase-Shift Keying
(QPSK) to send the channel-coded symbols. For the proposed
HoloCast+ scheme, we use a rate-1/4 convolutional code with
a constraint length of 10 and BPSK modulation format for
the digitally-coded bit stream. The BPSK-modulated symbols
are superposed with the analog-modulated symbols for HDA
delivery. Here, we set γ0 to −3 dB to prevent bit errors in the
digital part from preliminary evaluation results. We consider
an instantaneous N0 can be precisely estimated by the sender
unless otherwise stated. The effect of the estimation error
between the estimated and instantaneous N0 will be discussed
later.
Comparative Schemes: We compare the proposed HoloCast+
with the conventional digital or analog point cloud deliv-
ery schemes. For the digital-based delivery schemes, the
octree-based compression is used for 3D coordinates com-
pression [49]. For the color components, the sender uses
the quantization and entropy coding for the compression. To
discuss the impact of the signal decorrelation in the digital
compression, we consider either no decorrelation or GFT-
based decorrelation [19] for the color components before the
quantization. Here, the random-walk graph Laplacian matrix
is used for the GFT decorrelation, given the original 3D
coordinates. As a baseline of the conventional analog methods,
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Fig. 5. Average reconstruction quality of 3D coordinates and color at-
tributes in digital-based delivery, HoloCast, and HoloCast+ schemes for
pencil 10 0, pencil 9 0, pencil 4 0, pen 4 0, and milk color.

we consider HoloCast [12], which takes GFT for the 3D
coordinates and color components based on the random-walk
graph Laplacian matrix. The GFT coefficients are scaled and
analog-modulated before transmission.

B. HoloCast+ vs. Conventional Schemes

We first compare the 3D reconstruction quality of
HoloCast+ with the conventional digital-based delivery
and analog-based HoloCast schemes. Here, the proposed
HoloCast+ uses the random-walk graph Laplacian L.
Fig. 5 (a) shows the average symmetric MSE of the 3D coordi-
nates for the digital-based delivery, HoloCast, and HoloCast+
schemes as a function of wireless channel SNRs. Here, we
set the available number of transmission symbols for the 3D
coordinates of pencil 10 0, pencil 9 0, and pencil 4 0
to 4.1 ksymbols, whereas the available number of transmis-
sion symbols for the 3D coordinates of the other cases is
23.0 ksymbols. From Fig. 5 (a), we can find the following
observations:

• HoloCast+ and HoloCast gracefully improve the recon-
struction quality of 3D coordinate attributes with the
improvement of wireless channel quality.

• HoloCast+ achieves the best MSE performance irrespec-
tive of wireless channel quality.

• The digital-based delivery schemes suffer from cliff effect
at low channel SNR regimes because bit errors cause
synthesis failure of entropy decoding.

For example, HoloCast+ achieves 20.1 dB, 17.9 dB, and
14.2 dB improvement compared with the rate-1/4 BPSK, rate-
1/2 BPSK, and HoloCast schemes, respectively, at a wireless
channel SNR of 10 dB.

Fig. 5 (b) shows the average symmetric PSNR performance
of the color components as a function of wireless channel
SNRs. Here, we set the available number of transmission sym-
bols for the color components of pencil 10 0 to 43.0 ksym-
bols, pencil 9 0 and pencil 4 0 to 70.0 ksymbols, and the
other cases to 230.0 ksymbols. In this case, the total number of
transmission symbols for the 3D coordinates is identical to that
in Fig. 5 (a). It is confirmed that HoloCast+ realizes grace-
ful quality improvement even for the color components. In
addition, HoloCast+ scheme also offers better reconstruction
quality compared with the digital-based delivery and analog-
based HoloCast schemes. This is because the digital part of
HoloCast+ compacts the power of the 3D coordinates and
color components to boost the quality enhancement of the
analog coding.

C. Impact of Decorrelation and Laplacian Matrix

In the previous section, we demonstrated that HoloCast+
yields better 3D reconstruction quality compared with
the existing digital-based and analog-based schemes. In
Figs. 6 (a) and (b), we discuss the performance of the
proposed HoloCast+ in more details. Specifically, we consider
HoloCast+ schemes with different decorrelation and graph
Laplacian matrices for the residuals to clarify an impact of
the GFT on quality improvement.

From the results, one can see that GFT-based HoloCast+
achieves better reconstruction quality compared with the
DCT-based HoloCast+ and HoloCast+ without decorrelation.
For example, the random-walk GFT-based HoloCast+ im-
proves the synmetric MSE performance of the 3D coordinates
by 12.8 dB and 13.0 dB compared with the DCT-based
HoloCast+ and HoloCast+ w/o decorrelation, respectively,
on average across the number of the transmission symbols
between 10.6 ksymbols and 137.4 ksymbols. In addition, we
can see that the random-walk Laplacian matrix was best in
both 3D coordinate and color component attributes. When we
use the regular graph Laplacian matrix for the analog coding,
the reconstruction quality of the 3D coordinates and color
components causes up to 10.4 dB and 13.9 dB degradation,
respectively, compared with the random-walk graph Laplacian
matrix.

D. Effect of Noise Power Accuracy

In our evaluation, we assumed that the sender has a perfect
knowledge of an instantaneous N0, i.e., SNR, to calculate
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Fig. 6. Reconstruction quality of 3D coordinates and color attributes in
HoloCast+ scheme as a function of the number of the transmission symbols
for the point cloud of milk color.

the power threshold Pth for transmission power determination
in both digital and analog parts. If the gap between the
estimated and instantaneous SNR is large, it will affect the 3D
reconstruction quality of the proposed HoloCast+ scheme.

Figs. 7 (a) and (b) show the symmetric MSE and PSNR
performance for the point cloud of milk color as a function
of the offset of the estimated SNR against the true SNR. Here,
we consider three cases of the true SNR, i.e., 0, 10, and 20 dB,
to discuss the effect of the gap in low, middle, and high average
wireless channel SNRs. We can find the following results:

• If the estimated SNR is lower than the true SNR,
the proposed HoloCast+ assigns unnecessarily larger
transmission power to the digital part while decreasing
the analog power. Hence, the 3D reconstruction quality
will converge to that of the digital-only scheme if the
estimation error is large.

• The estimation error margin is wider for higher SNRs.
• When the transmitter over-estimated the channel SNR,

the proposed HoloCast+ allocates much transmission
power to the analog part. In this case, cliff effects occur

−100

−90

−80

−70

−60

−50

−40

−14 −12 −10 −8 −6 −4 −2  0  2

sM
S

E
x
y
z 

(d
B

)

Estimated SNR Offset (dB)

Current SNR: 0dB
Current SNR: 10dB
Current SNR: 20dB

(a) 3D coordinate

 10

 20

 30

 40

 50

 60

−14 −12 −10 −8 −6 −4 −2  0  2

sP
S

N
R

 (
d

B
)

Estimated SNR Offset (dB)

Current SNR: 0dB
Current SNR: 10dB
Current SNR: 20dB

(b) Color components

Fig. 7. Effect of the offset of the estimated SNR against the true SNR on
the 3D reconstruction quality for the point cloud of milk color.

even in the proposed HoloCast+ due to an insufficient
power allocation for the digital part.

It confirms that an appropriate power allocation is necessary
for HDA framework. Nevertheless, having a sufficient margin
for γ0, the cliff effect can be prevented in practice.

E. Effect of Estimation Accuracy in Blind Data Detection

The BDD used in HoloCast+ realizes the reconstruction
without large computational cost and the prior knowledge.
However, the estimated amplitudes and signs may cause
quality degradation due to the estimation error. To discuss an
impact of the estimation error on the 3D reconstruction quality,
we evaluate three cases: HoloCast+ with BDD, HoloCast+
with ideal amplitudes, and HoloCast+ with ideal signs. For
HoloCast+ with ideal amplitudes, the receiver is assumed to
have the prior knowledge of |si|. In this case, the receiver
estimates the sign of si from the received symbol for decoding
the residual signals. We note that this scheme needs to send
all the amplitude information of the residuals without errors,
and thus it causes a significant communication overhead.
For HoloCast+ with ideal signs, the receiver has the prior
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Fig. 8. Performance of BDD with/without amplitude and sign information.

knowledge of the sign of si, and thus estimates the amplitude
of si via the zero-forcing estimator. Although sign information
need to be sent as metadata, the overhead may not be large as
it is just a binary data.

Figs. 8 (a) and (b) show the average symmetric MSE and
PSNR of the 3D coordinate and color component attributes
as a function of the wireless channel SNRs. We can see the
following results:
• HoloCast+ with BDD and HoloCast+ with ideal signs

achieve almost the same 3D reconstruction quality.
• The knowledge of amplitude information improves the

performance of HoloCast+ significantly at the cost of
traffic overhead.

For example, the performance improvement is about 15.3 dB
at a channel SNR of 0 dB, while the gap increases to 40.3 dB at
a channel SNR of 30 dB. We leave how to realize an accurate
prediction of the amplitude information without the need of
large overheads as a future work.

F. 2D Projected Point Cloud Quality

Finally, we evaluate the reconstruction performance in terms
of visual quality, PSNR, and structural similarity (SSIM) [53]

Fig. 9. Quality measurement of point cloud delivery from 2D projected
images.

of point cloud data projected on 2D image from a particular
angle. Fig. 9 shows how to measure the reconstruction quality
of the 2D projected images in our evaluation. Depending on
the perspective of the user, 3D point clouds are projected on
the 2D view plane of the user. We then measure the perfor-
mance of PSNR and SSIM by using the original and decoded
2D images. The 2D projected metrics may be more relevant
to discuss the perceptual distortion for practical holographic
display systems, compared to 3D symmetric MSE.

PSNR is defined as follows:

PSNR = 10 log10
(2L − 1)2

εMSE
, (25)

where L is the number of bits used to encode pixel luminance
(typically eight bits), and εMSE is the MSE between all pixels
of the decoded and the original 2D projected images. SSIM is
known as a better metric than PSNR to predict the perceptual
quality between the original and decoded point cloud images.
Larger values of SSIM close to 1 indicates higher perceptual
similarity between original and decoded images.

Figs. 10 (a) and (b) show the PSNR and SSIM performance
as a function of the 2D projected angles for the reference point
cloud of milk color at a wireless channel SNR of 10 dB. Here,
we also set the available number of transmission symbols for
the 3D coordinates and color components to 23.0 ksymbols
and 230.0 ksymbols, respectively. The original and decoded
point clouds are projected onto a 2D plane at different angles
horizontally rotated by 5 degree steps. In Figs. 10 (a) and (b),
it observed that the HoloCast+ achieves the highest quality
irrespective of the 2D projected angles. Although HoloCast+
without decorrelation is still better than the conventional
digital-based delivery and analog-based HoloCast schemes,
the reconstruction quality considerably varies over the 2D
projection angle. The stable gain of the GFT-based HoloCast+
is especially beneficial for multi-user holographic displays
which require good quality from any possible directions.

Figs. 11 (a)–(f) show snapshots of 2D projected images
to discuss the visual quality of the comparative schemes for
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Fig. 10. Reconstruction quality of 2D projected images for point cloud of
milk color.

the reference point cloud of milk color at a wireless channel
SNR of 10 dB. The available number of transmission symbols
is the same as Fig. 10. We can see that HoloCast+ exhibits
better visual quality compared with the other schemes in terms
of the 3D coordinates and color components. Specifically,
HoloCast+ can reproduce a clean 3D scene with fine details.

V. CONCLUSION AND DISCUSSION

In this paper, we proposed a novel HDA approach called
HoloCast+ to realize graceful point cloud delivery over wire-
less links/networks. Specifically, HoloCast+ integrates digital
coding and graph-based analog coding to achieve high-quality
delivery of non-ordered and non-uniformly distributed 3D
point clouds. We confirmed that HoloCast+ achieves better
3D and 2D reconstruction quality with the improvement of the
instantaneous wireless channel quality. In addition, we demon-
strated that random-walk graph Laplacian matrix can boost the
quality enhancement compared with the other decorrelation
methods.

The proposed HoloCast+ still has three-fold drawbacks to
tackle in the future work. The first drawback is a quality

degradation due to the estimation error caused by the BDD
operation as discussed in Section IV-E. We found that more
precise prediction of the amplitude information with limited
prior knowledge is required to further improve the 3D recon-
struction quality.

The second drawback is a communication overhead due to
the graph-based transform basis matrix for the analog part.
Even though the BDD can remove the metadata overhead of
amplitude information, the graph-based delivery schemes still
need to send the GFT matrix as additional metadata, which
will cause rate and power losses for the analog-modulated
symbols. This issue may be partly resolved by integrating
some overhead reduction techniques, e.g., the Givens rota-
tion [38] or graph neural network [39], into HDA framework.

The third drawback is a challenge to integrate with the
standardized digital-based point cloud coding (PCC), i.e.,
geometry-based PCC and video-based PCC. As this paper
focused on the proof-of-principle study to show the feasibility
of the GFT-based HDA scheme for the wireless point cloud de-
livery, we will discuss the integration of the MPEG-Immersive
standard activities as a future work.
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