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Abstract
Swept-source optical coherence tomography (OCT) typically relies on expensive and com-
plex swept-source lasers, the cost of which currently limits the suitability of OCT for new
applications. In this work, we demonstrate spectrally sparse OCT utilizing randomly spaced
low-bandwidth optical chirps, suitable for low-cost implementation with telecommunications
grade devices. Micron scale distance estimation accuracy with a resolution of 40 Um at a
standoff imaging distance greater than 10 cm is demonstrated using a stepped chirp approach
with approximately 23% occupancy of 4 THz bandwidth. For imaging of sparse scenes, com-
parable performance to full bandwidth occupancy is verified for metallic targets.
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Abstract: Swept-source optical coherence tomography (OCT) typically relies on expensive
and complex swept-source lasers, the cost of which currently limits the suitability of OCT for
new applications. In this work, we demonstrate spectrally sparse OCT utilizing randomly spaced
low-bandwidth optical chirps, suitable for low-cost implementation with telecommunications
grade devices. Micron scale distance estimation accuracy with a resolution of 40 `m at a
standoff imaging distance greater than 10 cm is demonstrated using a stepped chirp approach with
approximately 23% occupancy of 4 THz bandwidth. For imaging of sparse scenes, comparable
performance to full bandwidth occupancy is verified for metallic targets.
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1. Introduction

Optical coherence tomography (OCT) is a widely used imaging technology with micrometer
scale axial resolution [1–4], and has found applications in areas such as medical imaging [5–7],
nondestructive testing [8, 9], and environmental three-dimensional (3D) mapping [10–12]. OCT
systems were initially designed with a semi-coherent source and a moving mirror to physically
change the optical path length in the reference arm of the interferometer [13]. Spectral domain
OCT systems use a spectrometer detector, which limits the accuracy and speed problems related
to mechanical tuning [14]. Swept-source OCT systems use a frequency swept optical source, such
as a swept-source laser [15–17]. This architecture enables the use of a single point detector and an
interferometer with no moving parts, and has therefore become the preferred architecture for high
performance OCT systems since it offers significantly higher signal-to-noise ratio (SNR) [18–20].

Despite the significant advances in OCT systems, the high cost of swept-source OCT currently
limits the scope of its application. The high cost of such systems is, in significant part, due
to the cost and complexity of a laser which is able to achieve linear frequency sweeping in
time, over a range of 10 THz or more [21], often achieved with high-speed mechanically tuned
cavities [22–26], or high-speed electro-optic tuning [27]. The cost and complexity of such devices
may be broadly attributed to the difficulties associated with micro opto-mechanical assembly in
the case of mechanically tuned cavities or high-speed electro-optic based swept-source lasers.
While these difficulties do not prevent the manufacture of high precision devices, they are a
significant impediment for the reduction in total system cost, and the use of OCT for novel
applications. We note that the cost of commercially available spectral domain OCT systems
are on the order of tens of thousands of US dollars [28], while swept-source OCT systems are
considerably more expensive.

However, we note that applications for which targets are spatially sparse (such as non-destructive
testing, profilometry, coating thickness measurement, etc.) [29, 30] the expected target spectrum
may be considered as a mixture of a small number of sinusoids, which may be recovered when
sampled with spectrally sparse illumination. A well developed sparse sensing strategy in radar
is uniformly spaced stepped chirp [31,32], which exhibits a trade-off between range and axial
resolution, where resolution is defined as the ability to resolve two or more closely spaced targets.
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However, since many applications require tens of centimeters range and micron scale resolution,
the occupied bandwidth needs to be high for uniformly spaced stepped chirp approach. High
resolution ranging using an optical frequency comb has been demonstrated in [33], but the
unambiguous imaging range is limited by the comb spacing. Ranging using a single laser with
low bandwidth (BW) frequency sweeps (GHz range) has also been demonstrated, e.g., in [34,35].
Even though a single low BW chirp allows a single target to be imaged with high ranging accuracy,
the requirement of long maximum range and micron scale resolution necessitates covering a
high BW to avoid ambiguities during scanning the sample (since the beam cannot remain small
throughout the imaging range, it may overlap with multiple reflectors at different heights). To
overcome this limitation, a random stepped approach can be used [36, 37].
One method by which this may be implemented is to use a set of discrete lasers to provide

a large optical bandwidth, an optical switch to multiplex them, and a phase modulator such as
a Mach–Zehnder in-phase/quadrature (I/Q) modulator to provide chirp when driven with an
appropriate radio frequency (RF) signal. The advantages of such a configuration are three-fold; i)
the relatively low cost of such components (which are commonly used in telecommunications
systems); ii) the potential for further cost reduction by integration onto a photonic integrated
circuit; and iii) the improvement in linearity that is achievable with a chirp of several tens of
GHz [38], that is generated in the RF domain. The reconstruction fidelity of such systems is
related to sparsity of targets and total illumination BW. Tunable lasers with high BW usually suffer
from nonlinearities when trying to achieve a linear chirp, degrading image reconstruction [39].

In this paper, we demonstrate an illumination strategy for imaging sparse targets. We propose
a novel optical architecture that makes use of telecommunications grade devices, therefore
offering low-cost and scalability, and achieves high-performance imaging of sparse targets. Mach-
Zehnder I/Q modulators offer the speed and efficiency necessary for implementing the proposed
approach [35, 40], while the proposed method will continue to scale favorably, as modulator
bandwidth and performance will increase with the requirements of the telecommunications
industry.

We demonstrate random stepped chirp OCT using an all-fiber common path interferometer by
covering a part of the BW, and show good performance results comparable to full chirp when
imaging metallic targets. Using the proposed illumination technique, we derive estimates on
the probability of error for sensing sparse targets. In particular, we demonstrate that random
stepped chirp with 23% occupancy of 4 THz bandwidth for imaging metallic targets can achieve
comparable performance with full chirp sweep. This facilitates developing low-cost and scalable
OCT systems that can be used for a wide range of imaging applications.

2. Random sparse chirp OCT

Distance of targets can be estimated by linearly chirping the frequency of a light source, and
interfering the returned light after reflecting from the target with itself. The distance of the target
is proportional to the beat frequency due to interference of the two beams.

Linear chirp image domain is usually achieved through taking the fast Fourier transform (FFT)
of the time-signal, and then taking the magnitude. The covered BW is inversely proportional to
the attainable resolution, and using Abbe resolution criterion, this can be quantified as 2/(2�,),
where 2 is the speed of light in air, and �, is the covered bandwidth through the chirp. It should
be noted that although a low BW chirp can be used for ranging through matched-filtering, this
approach does not allow two or more closely spaced targets to be imaged simultaneously.

To retain the spatial resolution, while reducing the scanned BW, linear stepped chirp approach
can be used, where a constant frequency difference is used between chirps, and each low-resolution
image reconstructed through an FFT. This approach is analogous to linear stepped chirp radar,
and is well known in the radar literature [31, 32]. The time-signal captured for each low BW



Fig. 1. Stepped chirp OCT System. (a) Stepped chirp OCT time-frequency plot with
center frequencies for chirps 51, 52, 53, . . . , 5! , chirp duration ) , and chirp bandwidth
ΔA . (b) The imaging system consists of a stepped chirp light source, circulator, partially
reflective (providing the common path reference signal) collimator to illuminate
target(s), and a photodetector (PD). The stepped chirp light source could be realized by
connecting multiple single frequency lasers and multiplexing with a phase modulator.
(c) Two targets placed at 15 cm (with a separation of 75 `m) from the imaging system
reconstructed using the magnitude of the Fourier transform of the received waveform.
Imaging parameters: 15 GHz chirp bandwidth, detector sampling rate of 400 MHz,
chirp rate of 7.3026 × 1016 Hz/s. (d) Same imaging parameters as in c with same
reconstruction technique, except the covered bandwidth is 3.74 THz. (e) Stepped
chirp imaging with same small bandwidth as in c (i.e., 15 GHz), 63 frequencies used
with matched-filtering for image reconstruction, covering around 25% of bandwidth
compared to part d.

chirp at the receiver is written as follows:
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where ! is the total number of low BW chirps, 58 is the center frequency for the 8Cℎ chirp, # the
number of targets illuminated by imaging beam, �0 the distance of the targets to the receiver, '0
the reflectivity of the targets, ) the duration of each low BW chirp, ΔA the bandwidth covered
by each chirp, =(C) additive white Gaussian noise (AWGN), and DC the constant intensity term.
The high-resolution image is then obtained by multiplying each with the right phase, summing



these terms, and taking the magnitude; equivalent to matched-filtering. The problem with linear
stepped chirp approach is that the unambiguous imaging range is now limited by the spacing
between the chirps, 2/(2Δ 5 ), where Δ 5 is the linear spacing between chirps, so that to achieve
high resolution while also keeping low occupancy BW, the unambiguous range needs to be small,
making it unconventional for many applications.
Random spacing between chirps can also be used. In this case, the reconstruction method is

identical to linear stepped chirp, as expressed in
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where �̃8 ( 5 ) is the Fourier transform of �8 (C) ( z denotes the imaginary unit). The advantage
of this method is that the unambiguous range is now only limited by the sampling rate of the
detector by 2 5B/(4B), where 5B is the sampling rate of detector, B = ΔA/) is the chirp rate,
and 3 ∈ [0, 2 5B/(4B)) is the reconstruction distance. Unambiguous imaging range of 2/(2Δ 5 )
is valid for the linear stepped chirp approach if 2)/2 > 2/(2Δ 5 ), and unambiguous imaging
range of 2 5B/(4B) is valid for the random stepped chirp approach if 2)/2 > 2 5B/(4B). The
unambiguous imaging range is always upper bounded by 2)/2 because the reflected chirp signal
from the target needs to return back to the detector before the chirp duration is over. This
condition, however, is usually met for most chirping situations, and thus the linear stepped chirp
approach and random stepped chirp approach usually have unambiguous ranges of 2/(2Δ 5 )
and 2 5B/(4B), respectively. The random stepped chirp approach therefore avoids the trade-off
between unambiguous range and resolution present in linear stepped chirp approach, and the
unambiguous range could be increased by sampling faster with the detector. The main limitation
of this approach, also encountered in sparse radar imaging, is relatively high side lobes. The
smaller the occupation bandwidth, the larger the side lobes, and this makes it more difficult to
understand the image domain, since side lobes appear like targets [36, 37, 41].
The proposed sparse chirp OCT imaging system is shown in Fig. 1(a): Small linear chirps,

randomly spaced, are used for illumination of the target(s). One possible architecture for realizing
the system is shown in Fig. 1(b), where a stepped chirped source is physically realized by
connecting discrete single frequency lasers, and having switches with a phase modulator. This
approach will allow two (or more) targets illuminated simultaneously to be reconstructed. The
reconstruction of two targets spaced by 75 `m, and placed at a distance of 15 cm from the receiver
is shown in Fig. 1(c)–(e) using a single low BW chirp, high BW chirp, and random sparse chirp
occupying 25%, respectively. It is clear from the plots that the random sparse chirp and full chirp
are able to identify the two closely spaced targets, whereas the single chirp is unable to detect the
single target. It is also seen that side lobes appear in the random sparse chirp method. This will
be an issue especially if the number of closely spaced targets is not small (breaking the sparsity
assumption).
To estimate the number and location of targets, we used matched-filtering in (2), followed by

thresholding based on the peak. As sparse reconstruction methods are well-known in the radar
literature, there are various alternative methods for reconstruction that exploit the sparsity of
the signal [42]. Compressed sensing has been used to reduce the amount of data acquisition
required for OCT volumetric image reconstruction. Specifically, compressed sensing approach to
reduce the number of scanned points for volumetric image reconstruction has been demonstrated
in [43], and compressed sensing approach in both scanning pattern and spectral measurements
for volumetric image reconstruction has been demonstrated in [44]. The reason why we focused
on matched-filtering followed by thresholding based on the peak is because this approach
allows simple closed-form solutions to be derived for expected performance given the imaging
parameters.

We present a basic probabilistic framework to estimate the probability of error for misdetection



given a sparse scene using our proposed architecture and algorithm. An error is assumed to occur
if the number of estimated targets is incorrect, or the estimated locations are incorrect. To capture
imperfection of the laser sources, we assume that each laser frequency has a normal distribution
for its center frequency, and this allows us to test the reconstruction robustness. Knowing the
occupancy bandwidth and the standard deviation of the center frequencies, we can derive the
error probability for misdetection. In particular, the goal is to localize the correct number of
targets and their respective locations.
To estimate the error probability, we need to compare the distribution of the peak(s) to the

maximum side lobe, since peak based thresholding is used. In other words, an error would occur
if at least one of the side lobes (i.e. the maximum side lobe) exceeds a threshold. For simplicity,
we assume that the reflectivity for all the different targets with different height profiles are the
same (peaks have identical distributions).
If the number of stepped chirps, !, used during reconstruction is sufficiently large, then

the side lobes can be approximated as circularly symmetric complex Gaussian distributions
using the Central Limit Theorem (CLT), where the real and imaginary parts are identically and
independently distributed as N(0, 1

2! ) (when normalized to the peak). Since we are taking
the magnitude for reconstruction as in (2), the cumulative distribution function (CDF) for the
maximum side lobe follows a Rayleigh distribution [45]. Each peak (corresponding to a target)
has a sinc function profile due to the rectangular windowing applied during the FFT. The CDF
for the maximum side lobe is equivalent to the maximum of independent Rayleigh distributions
scaled by a sinc function. This scaling is captured by f2

D for the different Rayleigh distributions.
To ensure that the independence assumption is valid between the scaled Rayleigh distributions,
the parameter % is used, which is a function of the covered BW of the chirp (a tuning parameter
to ensure independence between Rayleigh distributions). The CDF for the maximum side lobe
can be expressed as follows:
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In (3), = is the number of side lobes investigated that lie to the right or to the left of the center
of the sinc function. Since the sinc function is symmetric with respect to its center, the CDF for
each Rayleigh distribution is squared in (3).
For a single target, the peak value (corresponding to the target location) can be expressed as�� 1
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If there are multiple targets, the tails of the sinc functions (representing each target) will
interfere with the peaks at different locations. This can be thought of as a constant phasor (the
peak) added with # (! − 1) random phasors where # is the number of targets. This can be
estimated with a Rician distribution [45]. The CDF for the two different scenarios (single target



Fig. 2. Theoretical derivations andMonte-Carlo simulation results. For all demonstrated
plots, single chirp bandwidth is 15 GHz, with total spanned bandwidth of 4.12 THz.
Dots on the plots show simulated results with 10,000 averages, and the lines show
theoretical predictions using (3), (4), and (5). (a) Maximum side lobe CDF for single
target. (b) Maximum side lobe CDF for two targets. (c) Maximum side lobe CDF for
three targets. (d) Peak CDF for single target. (e) Peak CDF for two targets of equal
reflectivity. (f) Peak CDF for three targets of equal reflectivity. (g) Probability of error
for 3 dB based peak detection scheme assuming single target. (h) Probability of error
for 3 dB based peak detection scheme assuming two targets of equal reflectivity. (i)
Probability of error for 3 dB based peak detection scheme assuming three targets of
equal reflectivity.

and multiple targets) is shown in
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where erf represents the error function and &" represents the Marcum Q-function.
Assuming that the peak(s) and maximum side lobe distributions are independent, and

thresholding value of 0 is used for detection (anything below the peak in reconstruction divided



by 0 is omitted), the probability of error can be estimated as in
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where 5peak (G) is the probability density function (PDF) for the peak(s), and 5"(! (G) is the PDF
for the maximum side lobe.

3. Monte-Carlo simulation

The accuracy of the findings within the probabilistic framework is tested with Monte-Carlo
simulations. The distribution of the peak(s), maximum side lobe, and error probabilities are
evaluated.

In the simulation framework, we assume single or multiple targets to be placed at a distance of
7.5 cm from the imaging system, with targets spaced 100–200 `m apart from each other. The
reconstruction resolution is 5 `m, and 10,000 averages are used to estimate the distributions.
Each chirp has a BW of 15 GHz, the chirp rate is 7.3026 ×1016 Hz/s, the random chirps are
spaced between 1577.5 nm and 1612.4 nm, the sampling rate of the detector is 400 MHz. It is
assumed that the dominant noise is the side lobes (i.e., white noise is not the limiting factor).
An error does not occur in detection if the correct number of targets is estimated, and the

estimated distance of the targets is within 15 `m of the true distance. 3 dB thresholding
is assumed (0 =

√
2 in (5)) for target detection, = = 100, and % = 0.005 (chosen to make

Monte-Carlo simulation results and theoretical predictions match). The thresholding, 0, is a
parameter to be defined before detection, and its value could be adjusted if prior information
about the reconstructed targets is known. In particular, a higher threshold value is preferred if the
occupancy BW is high, since targets with low reflectivity can be captured while keeping the error
probability low.
The Monte-Carlo simulation results plotted with the theoretical predictions is shown in

Fig. 2. Fairly good agreement is seen between simulated results and theoretical predictions.
However, the accuracy of the estimation deteriorates as the standard deviation on the center
frequencies increases and the number of targets is increased. These observations are consistent
with derivations, as the model deviates from the Monte-Carlo simulations when the occupancy
BW is small, breaking CLT; the standard deviation on the center frequencies increases, breaking
small-angle approximation and the Taylor expansion.

4. Experimental demonstration

Sparse chirp OCT reconstruction results are demonstrated on metallic targets. The metallic
targets were placed on a 2D motorized scanning stage to perform scanning along one dimension
and image the height profile of targets. A commercially available fast tunable fiber laser, based
on a sampled grating distributed Bragg reflector (SG-DBR) cavity architecture, from Insight
Photonics was used to realize the proposed sparse chirp imaging system. The tunable fiber laser
optical power was 2 mW.

To demonstrate the accuracy of sparse chirp OCT for height profile reconstruction, a reference
metallic target with dimensions of approximately 6 cm, 6 cm, and 5 cm with height steps of
5 `m, 10 `m, 50 `m, and 100 `m was used. A common-path interferometer structure was used
to mitigate noise effects commonly encountered in separate path interferometers. A partially
transparent collimator was used to provide the reference path 10% of the optical power, and the
remaining transmitted power (90%) was used to illuminate the metallic target.

The metallic target was scanned along one dimension using the 2D motorized scanning stage
with a step size of 64 `m. The imaging parameters were as follows: 400 MHz sampling rate for



Fig. 3. Experimental test target imaging results. (a) Image of the test target. (b) 3D
model for the metallic test target, with scanning direction indicated and laser beam on
the path imaging the surface. (c) Imaging setup for resolving the surface, with the test
target placed on a motorized stage for scanning and a collimator directing laser light onto
the surface of the test target. (d) Reconstruction results using Fourier transform based
processing followed by basic peak detection using 3 dB thresholding (based on max
peak); crosses indicate more than one peak detected and their corresponding locations.
The root mean-square error between full-chirp and stepped-chirp reconstruction is
1 `m. (e) Full-chirp reconstruction for the location shown with green arrow in d. (f)
Full-chirp reconstruction for the location shown with pink arrow in d. (g) Stepped-
chirp reconstruction for the location shown with green arrow in d. (h) Stepped-chirp
reconstruction for the location shown with pink arrow in d.

the detector, tunable laser scanning from 1577.5 nm to 1612.4 nm, equivalent to a bandwidth
of approximately 4 THz, chirp rate of 7.3026 × 1016 Hz/s, chirp bandwidth of 15 GHz (to be
consistent with simulations), reconstruction resolution of 1 `m, 64 frequencies used for stepped
chirp reconstruction (corresponding to roughly 23% of the total available bandwidth for the
frequency sweep). According to Abbe resolution criterion, the 4 THz bandwidth should allow
resolving two targets separated by more than 37.5 `m. The standoff imaging distance was
approximately 18.5 cm (distance of collimator to the target), with an unambiguous imaging range
of approximately 41 cm (limited by the sampling rate of the detector). The standoff imaging
distance offset of 18.5 cm is removed in Fig. 3(d) to focus on the height steps.
Full-chirp reconstruction was achieved by applying FFT to the received time-domain signal.

Stepped-chirp reconstruction was achieved by choosing random time intervals during the full
sweep (but always choosing the beginning and the end time intervals to attain the maximum
resolution, and choosing the rest of the time intervals randomly), followed by applying FFT for
each time interval, and then summing the low BW chirps after appropriate phase multiplications
as in (2). To make sure that the SNR for the two different reconstructions remain the same (full
chirp vs. stepped chirp), different number of averages for the chirps were used. The stepped
chirp approach and the full chirp approach were averaged 19 and 5 times, respectively. The
measurement time for each point on the line scan was approximately 280 `s (including averaging).



Fig. 4. Experimental imaging of a metallic key. (a) Side-view of metallic key. (b)
Imaged region of key with line scan, with white arrow indicating the scanning direction
for a large dip. (c) Imaged region of key with line scan, with white arrow indicating the
scanning direction for a smaller feature area. (d) Reconstruction results using Fourier
transform based processing followed by peak detection using 3 dB thresholding (based
on max peak); crosses indicate more than one peak detected and their corresponding
locations in b. The root mean-square error between full-chirp and stepped-chirp
reconstruction is 1.3 `m. (e) Reconstruction results using Fourier transform based
processing followed by basic peak detection using 3 dB thresholding (based on max
peak); crosses indicate more than one peak detected and their corresponding locations
in c. The root mean-square error between full-chirp and stepped-chirp reconstruction is
1.8 `m.

The camera image of the target, the 3D model, and the imaging results are shown in Fig. 3.
The reconstruction results in Fig. 3 show that stepped chirp and full chirp are both able to

reconstruct the height profile, and the standard deviation between the height profile discrepancy
is approximately 1 `m. In particular, the stepped chirp approach was able to resolve the imaging
location where the laser beam overlapped with two surfaces with different height (step region), as
shown in Fig. 3(f) and (h).

The stepped-chirp reconstruction method was also employed on imaging two different surfaces
of a metallic key. To demonstrate the ability to resolve relatively small features as well as large
height steps, the regions of the metallic key shown in Fig. 4(b) and (c) were imaged, where the
white arrows show the scan direction by using the motorized stage. The reconstruction results for
these targets are shown in Fig. 4(d) and (e).

For the large step imaging, Fig. 4(b), motorized stage stepping size of 5.33 `mwas used during
the line scan. The imaging parameters were as follows: 400 MHz sampling rate for the detector,
tunable laser scanning from 1577.5 nm to 1612.4 nm, chirp rate of 8.398 × 1016 Hz/s, chirp



bandwidth of 15 GHz, reconstruction resolution of 1.8 `m, 64 frequencies used for stepped chirp
reconstruction. Standoff imaging distance was approximately 13.8 cm (distance of collimator to
the target), with an unambiguous imaging range of approximately 36 cm (limited by the sampling
rate of the detector). The standoff imaging distance offset of 13.8 cm is removed in Fig. 4(d) to
focus on the step region. The stepped chirp approach and the full chirp approach were averaged
18 times and 5 times, respectively. The measurement time for each point on the line scan was
approximately 245 `s (including averaging). The reconstruction results in Fig. 4(d) show that
stepped chirp and full chirp are both able to reconstruct the height profile, and the standard
deviation between the height profile discrepancy is approximately 1.3 `m.

For imaging the smaller feature area, Fig. 4(c), motorized stage stepping size of 29.5 `m was
used during the line scan. The imaging parameters were as follows: 400MHz sampling rate for the
detector, tunable laser scanning from 1577.5 nm to 1612.4 nm, chirp rate of 8.7631 × 1016 Hz/s,
chirp bandwidth of 15 GHz, reconstruction resolution of 0.4 `m, 64 frequencies used for
stepped chirp reconstruction. Standoff imaging distance was approximately 11.3 cm (distance of
collimator to the target), with an unambiguous imaging range of approximately 34 cm (limited
by the sampling rate of the detector). The standoff imaging distance offset of 11.3 cm is removed
in Fig. 4(e) to focus on the smaller feature region. The stepped chirp approach and the full chirp
approach were averaged 19 times and 5 times, respectively. The measurement time for each point
on the line scan was approximately 235 `s (including averaging). The reconstruction results in
Fig. 4(e) show that stepped chirp and full chirp are both able to reconstruct the height profile,
and the standard deviation between the height profile discrepancy is approximately 1.8 `m.
Assuming that full chirp can be taken as reference (since we had no actual model of the key),
the stepped chirp approach is able to resolve two different height surfaces with a difference of
approximately 40 `m.

Approximately 23% occupation bandwidth was selected during measurements to make sure that
the probability of error is negligible. Since we know from the imaged target that we have at most
two peaks within the imaged region with the optical beam, having 23% occupation bandwidth
and assuming center frequency standard deviation of 100 MHz gives an error probability of
approximately 0.008% according to (5). The reason behind the different chirp rates during each
measurement is due to recalibration of the tunable laser before imaging the different targets.

5. Conclusions

The working principle of sparse OCT has been explained and demonstrated in this paper. The
probability distributions of the peak and maximum side lobe have been derived and used for
estimating the error probability of misdetection when peak based thresholding is used for image
reconstruction. The accuracy of the theoretical findings was verified through Monte-Carlo
simulations. These findings can serve as a simple benchmark for determining the BW occupation
required for imaging certain targets, when some prior knowledge about the sparsity of the target,
and the uncertainty on the center frequencies are known. Sparse OCT imaging results have
been experimentally demonstrated for several different metallic surfaces. The accuracy of the
reconstruction method has been first verified on a test target with prior known step heights, and
then two different metallic surfaces have been reconstructed. In particular, with 23% bandwidth
occupancy of 4 THz bandwidth, approximately 40 `m resolution has been demonstrated at
a standoff imaging distance greater than 10 cm. The unambiguous imaging range for the
experimental setup was approximately 35 cm. This range could be extended by increasing the
sampling rate of the detector. The root mean-square error between full-chirp and stepped-chirp
reconstruction results are approximately within 1 `m. The reconstruction accuracy could be
further improved by using sparse sensing methods commonly used for sparse radar imaging. In
addition, the proposed method could also be used for faster measurements of surface profile
by multiplexing in the spatial domain and using sparse sensing methods (assuming the target



is spatially sparse). This would overcome having to scan through all the points on the imaged
surface when spatially sparse samples are imaged, allowing significantly faster acquisition times.
These results show that spectrally sparse OCT can be used for accurate mapping of targets,
and if the spectral occupancy BW is chosen to accommodate the expected sparseness of the
targets, sufficiently good reconstructions can be obtained. The proposed sparse OCT optical
architecture could be realized using telecommunications-grade devices with a relatively simple
optical architecture, therefore offering a low-cost and scalable approach for surface profiling and
future applications of OCT.
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