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Abstract
Approximate controllability of systems of coupled parabolic partial differential equations has
been of interest for a few decades, where the existence of open–loop control laws performing
approximate state transitions within a finite time is studied. In this work, we specialize to
systems of reaction–diffusion equations where the connectivity structure is triangular in the
reaction parameters and the controls appear at the boundary. We first generate controllers
by combining a decoupling backstepping approach with differential flatness that allow us
to generate admissible trajectories for system outputs from a given initial condition. As
a byproduct of our approach, we achieve approximate state transitioning for the system
within a finite terminal time. We enhance our control law by introducing time–varying error
feedback controllers which reject variations in initial conditions within the terminal time.
The resulting control law not only performs the approximate control task but also output
trajectory tracking, all within the terminal time which can be prescribed independently of
initial conditions.
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performing approximate state transitions within a finite time is studied. In this work, we specialize to
systems of reaction–diffusion equations where the connectivity structure is triangular in the reaction
parameters and the controls appear at the boundary. We first generate controllers by combining
a decoupling backstepping approach with differential flatness that allow us to generate admissible
trajectories for system outputs from a given initial condition. As a byproduct of our approach, we achieve
approximate state transitioning for the system within a finite terminal time. We enhance our control
law by introducing time–varying error feedback controllers which reject variations in initial conditions
within the terminal time. The resulting control law not only performs the approximate control task but
also output trajectory tracking, all within the terminal time which can be prescribed independently of
initial conditions.
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1. INTRODUCTION

Controllability of systems of parabolic partial differential equa-
tions (PDEs) has been of interest to the mathematical controls
community for some time (see, for example, Fattorini [1966],
Fattorini and Russell [1971], Fursikov and Imanuvilov [1995]).
A subset of these problems demand establishing the existence
of open–loop control laws which perform approximate state
transitions from a given initial condition to a desired terminal
profile, within a finite terminal time. In these problems, the
actuation typically appears in–domain or at the boundary; it
was shown in [Ammar-Khodja et al., 2011, Thm. 2.2] that for
a single equation, these actuation locations are interchangeable
for open–loop control laws.
The interest in approximate controllability of systems of cou-
pled parabolic PDEs stems from their utility in representing
various physical behaviors: for example, they accurately model
predator–prey populations Hastings [1978] and chemical pro-
cesses involving reagents Winkin et al. [2000]. The ability to
control these behaviors in desired ways has tangible engineer-
ing impacts. In these and many other applications, boundary
control is the most feasible location of actuation.
While existential control problems are theoretically significant,
generating the associated open–loop control laws is equally
crucial in the realm of engineering. One method to produce
these controllers is to exploit, if possible, a differential flatness
property of the system, which was first developed for finite–
dimensional systems Fliess et al. [1995] and later on advanced
for PDEs Laroche et al. [2000]. For a single equation, the
authors of Martin et al. [2014] demonstrate null (and hence
approximate, see [Coron, 2007, Thm. 2.45]) controllability of
the heat equation by exploiting differential flatness, satisfyingly

linking theory and engineering applicability. However, for sys-
tems of PDEs, approaches relying on differential flatness are
limited due to the severe constraints imposed by them.
Moreover, these open–loop control laws achieving approximate
state transitioning along an output reference trajectory are valid
for a single known initial condition – the one for which they
were designed. This renders the ensuing controllers of little use
in most applications where initial conditions vary, requiring a
computationally–expensive recalculation of the open–loop con-
trol laws. To correct this shortcoming, [Krstic and Smyshlyaev,
2008, Sec. 12.2] employs error feedback at the boundary to
drive the output to the reference trajectory. The resulting control
law, developed using the backstepping approach, exponentially
stabilizes the output to the reference trajectory. While this is
satisfactory for many applications, others possessing strict time
constraints require the state to converge to the reference trajec-
tory within the terminal time, achieving the desired approxi-
mate state transition and output trajectory regardless of initial
condition.
In the literature, related problems involving motion planning
for single reaction–advection–diffusion equations Laroche et al.
[2000], Meurer [2012] and exponential stabilization of coupled
parabolic systems by means of boundary feedback Baccoli et al.
[2015], Vazquez and Krstic [2017], Camacho-Solorio et al.
[2017] have been studied. More recently, finite–time stabiliza-
tion of a single reaction–(advection)–diffusion equation Coron
and Nguyen [2017], Espitia et al. [2019], Steeves et al. [2019]
(or systems with equi–diffusivity, limiting its applicability) has
been achieved. In these works, the time by which attractivity to
the origin occurs can be prescribed independently of the initial
conditions, herein referred to as prescribed–time stabilization.



This is the appropriate type of finite–time stabilization for this
application (see Polyakov et al. [2015] for others). In this work,
we rely on methodologies related to those developed in each
of the three areas of motion planning, coupled system (ex-
ponential) stabilization, and prescribed–time stabilization for
parabolic PDEs.

1.1 Contributions

Our contributions are twofold. We first develop a control law
that achieves desired approximate (possibly non–stationary)
state transitioning (in the sense of approximate controllability,
see [Coron, 2007, Def. 2.40] for details) or assignment of an
admissible output trajectory for a system of reaction–diffusion
equations, where the triangular connectivity structure appears
as reactivity–type cascading. We achieve this by first develop-
ing a feedback controller via the backstepping approach that
effectively decouples the equations using a treatment similar
to Camacho-Solorio et al. [2017] (it eliminates the reaction
terms), followed by an approach which leverages differential
flatness of the resulting decoupled heat equations to perform
the state transitioning and trajectory assignment task via an
open–loop controller. Our second contribution enhances the
first by supplementing the control law with time–varying error
feedback which performs the task of prescribed–time trajectory
tracking for different initial conditions than those used to design
the open–loop controller. This feedback relies on the time–
varying backstepping methodology developed in Steeves et al.
[2019].

2. PROBLEM STATEMENT

Consider the linear reaction–diffusion system given by
∂u
∂ t

(x, t) = Σ
∂ 2u
∂x2 (x, t)+Λ(x)u(x, t) , (1)

for (t,x) ∈ (t0, t0 +T )× (0,1) with state

u(x, t) = [u1 (x, t) , . . . ,un (x, t)]
T , (2)

model parameters
Σ := diag(ε1, . . . ,εn) ∈ Rn×n, (3)

Λ(x) :=


λ11(x) λ12(x) · · · λ1n(x)

0 λ22(x)
. . .

...
...

...
. . . λn−1,1(x)

0 0 . . . λnn(x)

 ∈ Rn×n, (4)

and boundary conditions
∂u
∂x

(0, t) = [0, . . . ,0]T ∈ Rn, (5)

u(1, t) =U(t), (6)
for n∈N≥2. We are concerned with the trajectory of the system
output

y(t) = [y1(t), . . . ,yn(t)]
T := u(0, t) ∈ Rn. (7)

We denote by u0 ∈ L2 ([0,1];Rn) the initial conditions of (1);
we assume that 0 < εn < εn−1 < · · · < ε1 (for the equi–
diffusivity case, one can adapt the treatment of Baccoli et al.
[2015]). Due to the triangular structure of (4), this assumption
restricts couplings to the equations with higher diffusivities.
Our primary objective is to construct a boundary control law
that achieves a state transition from u0(x) to a desired terminal
profile, uT (x), along a desired admissible output trajectory and
within the prescribed terminal time, T . Our secondary objective
is to attenuate to zero error caused by uncertainty in the initial
conditions within the terminal time.

2.1 Methodology

The boundary control (6) achieving the aforementioned objec-
tives is constructed in three steps. First, a static feedback control
law UD[u(x, t)], UD(t) ∈ Rn, is designed to decouple in a sense
the couplings present in (1), that is, to eliminate the reaction
matrix (4), rendering the system exponentially stable. This is
achieved by using an invertible integral transformation TD and
a methodology similar to Camacho-Solorio et al. [2017]. Next,
an open–loop control law UT([u0(x)])(t) ∈ Rn, UT(t) ∈ Rn,
is designed to perform approximate state transitions along a
desired output trajectory. This is accomplished by exploiting
differential flatness with respect to y(t) with treatment similar
to Laroche et al. [2000], Meurer [2012]. Lastly, time–varying
error feedback UPT[e(x, t)](t), UPT(t) ∈ Rn, is developed to
attenuate the error caused by variations in initial conditions to
zero within the terminal time. This is attained by using an in-
vertible time–varying integral transformation TPT and utilizing
damping methodologies similar to Steeves et al. [2019].

3. MAIN RESULT

We consider the problems of transitioning from any initial
condition u0(x) of (1)–(6) to any desired terminal profile uT (x)
at t = t0 + T and the tracking of the system output, y(t), to a
smooth trajectory yref(t)∈Rn with yref(t0) = u0(0) and yref(t0+
T ) = uT (0) (cf. (34)–(35) for details). We now present our
main result concerning this problem, where we denote by ei and
f (k)(t) the ith canonical basis vector of Rn and the kth derivative
of f (t) ∈Ck(R), respectively.
Theorem 1. For u0(x) ∈ L2(0,1)n and N ∈ N, the control law

U(t) =
∫ 1

0
KD(1,z)u(z, t)dz+

n

∑
i=1

 N

∑
k=0

y(k)i,ref(t)

εk
i (2k)!

ei

+
∫ 1

0
KPT(1,z, t− t0)

[
u(z, t)−

∫ z

0
KD(z,ξ )u(ξ , t)dξ

−
n

∑
i=1

 N

∑
k=0

y(k)i,ref(t)z
2k

εk
i (2k)!

ei

]
dz, (8)

with KD characterized in Lemma 3, KPT given in (43) and yref
selected in (34) drives the system from u0(x) to ǔT (x) such that,
for any ε := ε(N)> 0,

‖ǔT (·)−uT (·)‖L2(0,1)n< ε (9)

for N large enough, where U(t) has smooth, time–varying
control gains and remains bounded for all t ∈ [t0, t0 + T ).
Moreover, y(t) ∈C∞([t0, t0 +T )) and

y(t)− yref(t)→ 0 as t→ t0 +T, (10)
that is, we achieve prescribed–time trajectory tracking of the
output selected in (34).

The rest of this paper aims to establish Theorem 1.

3.1 Mapping to a decoupled system

Directly studying control and error stabilization of the sys-
tem (1)–(6) creates difficulties in achieving open–loop trajec-
tory tracking as well as prescribed–time error attenuation. We
address this difficulty by first developing a boundary feedback
controller which effectively cancels the reactivity matrix Λ,
rendering the new system in decoupled form. We present this
decoupling control law next.



Lemma 2. For T = {(x,y) ∈ R2 | 0 ≤ y ≤ x ≤ 1} and for
the kernel function KD ∈ C

(
T ;R2×2

)
(cf. Lemma 3 for its

characterization), consider the linear invertible transformation
TD : L2

(
[0,1];R2

)
7→ L2

(
[0,1];R2

)
defined by

TD[ f (x)] = f (x)−
∫ x

0
KD(x,y) f (y)dy, (11)

with inverse

T−1
D [ f (x)] = f (x)−

∫ x

0
QD(x,y) f (y)dy. (12)

By selecting the boundary feedback control U(t) ∈R2 in (6) as

U(t) =
∫ 1

0
KD(1,y)u(y, t)dy+UT(t)+UPT(t), (13)

where UT and UPT are additional degrees of freedom utilized in
Sections 3.2 and 3.3, (11) maps (1)–(6), into

∂v
∂ t

(x, t) = Σ
∂ 2v
∂x2 (x, t), (14)

∂v
∂x

(0, t) = 0, (15)

v(1, t) =UT(t)+UPT(t), (16)
with v(x, t) = TD[u(x, t)] and initial condition

v0(x) = (v0,1(x), . . . ,v0,n(x))
T = TD[u0(x)].

In addition, there exist finite 1≤ k1,k2 < ∞ such that
‖v(·, t)‖L2(0,1)n ≤ k1‖u(·, t)‖L2(0,1)n , (17)

‖u(·, t)‖L2(0,1)n ≤ k2‖v(·, t)‖L2(0,1)n , (18)

Next, we present our study of the kernel function KD.
Lemma 3. There exists a unique, continuous and piecewise–
smooth KD ∈ C (T ;Rn×n) with components

KD(x,y) =


KD,11(x,y) KD,12(x,y) · · · KD,1n(x,y)

0 KD,22(x,y)
. . .

...
...

...
. . . KD,n−2,n(x,y)

0 0 · · · KD,nn(x,y)

 , (19)

satisfying

Σ
∂ 2KD

∂x2 (x,y)− ∂ 2KD

∂y2 (x,y)Σ = KD(x,y)Λ, (20)

for (x,y) ∈ T , with boundary conditions
ΣKD(x,x)−KD(x,x)Σ = 0, (21)

∂KD

∂y
(x,x)Σ+Σ

∂KD

∂x
(x,x)+Σ

d
dx

[KD(x,x)] =−Λ, (22)

∂KD

∂y
(x,0) = 0, (23)

KD(0,0) = 0. (24)

Due to limitations in space, the proofs of Lemmas 2 and 3 are
not provided here, but follow similar arguments as in Camacho-
Solorio et al. [2017]. We now pursue a open–loop control
law which will ensure the desired state transitioning or output
trajectory tracking for (14)–(16).

3.2 State transitioning and trajectory generation

In this section, we develop UT(t). We proceed as in Laroche
et al. [2000] and rely on the differential flatness technique; one
can obtain a more general treatment that allows for equations
that include advection/reaction terms from Meurer [2012]. In
this work, we focus on developing open–loop controllers for
n heat equations. Moreover, since (14)–(16) is decoupled, it

suffices to design the components of UT(t) separately, and
hence it is adequate to study a single equation within (14)–(16).
Consider the ith equation of (14)–(16), given by

∂vi

∂ t
(x, t) = εi

∂ 2vi

∂x2 (x, t) (25)

∂vi

∂x
(0, t) = 0, (26)

vi(1, t) =UT,i(t) (27)
for i = 1, . . . ,n, where UT,i(t) denotes the ith component of the
open–loop controller. For the moment, take UPT(t)≡ 0. Notice
that the inverse equation of (25)–(27) (that is, where spatial
coordinates play the role of temporal ones and vice–versa, now
with initial conditions vi(0, t) and ∂vi

∂x (0, t)) is in a form for
which the Cauchy–Kowalevski theorem [Folland, 1995, Thm.
1.25] directly applies, provided that vi(0, t) and ∂vi

∂x (0, t) are
sufficiently regular near t = t0. This regularity is ensured by
generating a trajectory yi(t) with Gevrey class of order s∈ (1,2]
(see Gevrey [1918] for a definition on Gevrey class; choosing
s = 1 requires yi(t) to be analytic), due to (7), (11) and (26).
Suppose for the moment that yi(t) is of the required regularity;
then, we recover the (well–defined) solution to (25)–(27) of the
form

vi(x, t) =
∞

∑
k=0

vk
i (t)x

k

k!
(28)

for smooth functions {vk
i (t)}k ⊂ C∞(t0, t0 + T ). By substitut-

ing (28) into (25) and applying (7), (26)–(27), we obtain the
characterizations

vi(x, t) =
∞

∑
k=0

y(k)i (t)x2k

εk
i (2k)!

(29)

and

UT,i(t) =
∞

∑
k=0

y(k)i (t)
εk

i (2k)!
, (30)

where y(k)i (t) denotes the kth derivative of the output. Hence,
yi(t) is a flat output for (25)–(27). Given an initial condi-
tion v0,i(x) ∈ L2(0,1) and a desired terminal profile vT,i(x) ∈
L2(0,1), one can apply the Stone–Weierstrass theorem [Rudin
et al., 1964, Thm. 7.32] to uniformly approximate these profiles
by

v̌0,i(x) :=
N

∑
k=0

v̌k
0,i

x2k

(2k)!
(31)

and

v̌T,i(x) :=
N

∑
k=0

v̌k
T,i

x2k

(2k)!
, (32)

for N ∈ N and v̌k
0,i, v̌

k
T,i ∈ R, since the algebra of even polyno-

mials on x ∈ [0,1] separates points and is dense in C([0,1]), and
hence L2(0,1). In particular, for any δ > 0, there exists N ∈ N
large enough such that

‖v̌T,i(·)− vT,i(·)‖L2(0,1)< δ . (33)

We now generate the open–loop controller (30) to transition
from (31) to (32), which we accomplish through design of
suitable yi(t). As in Laroche et al. [2000], we select

yi(t) =
(
1−Φγ(t− t0)

) N

∑
k=0

ε
k
i v̌k

0,i
(t− t0)k

k!

+Φγ(t− t0)
N

∑
k=0

ε
k
i v̌k

T,i
(t− t0−T )k

k!
, (34)



for ϕ(t) :=

{
0 t = 0, T

e
− 1

(t(T−t))γ t ∈ (0,T )
, and

Φγ(t) :=
∫ t

0 ϕγ(τ)dτ∫ T
0 ϕγ(τ)dτ

, T ∈ [0,T ] (35)

where γ ∈ R>1, which ensures that y(k)i (t0) = εk
i v̌k

0,i, y(k)i (t0 +
T ) = εk

i v̌k
T,i, for k = 0, . . . ,N, with subsequent derivatives equal

to zero. Moreover, the selection (34) ensures the necessary
Gevrey class regularity of yi(t) and that the output trajectory
smoothly transitions between its initial and final states. De-
pending on the initial and terminal profiles selected, (34) can
be designed as a smooth ramping function, which is desirable,
for example, in chemical reactor processes where one is often
tasked with ramping concentrations of reagents during start–up,
shutdown and operating point transitioning processes. Different
output trajectories satisfying the necessary Gevrey class regu-
larity can also be designed; in this work, we specialize to the
one selected in (34). In order to implement (30) in practice,
we can uniformly approximate the infinite sum with its first M
terms, for M ∈N sufficiently large, under which (33) still holds.
The treatment for different v j, j 6= i, is equivalent.

Hence, given initial conditions v0(x) ∈ L2(0,1)n and desired
terminal conditions vT (x) ∈ L2(0,1)n, the above treatment al-
lows one to generate the open–loop controller (30), for i =
1, . . . ,n, which approximately transitions from v0(x) to vT (x).
Moreover, since (11) is the identity operator at x = 0, this con-
troller assigns a smooth output trajectory from v̌0(0) to v̌T (0).
To design UT(t) such that it steers u0(x)∈L2(0,1)n to a desired
uT (x) ∈ L2(0,1)n, one need only transform these profiles for
the plant into ones for the target system (14)–(16) by using (11).
Next, we enhance our control law to allow for different initial
conditions.

3.3 Prescribed–time trajectory tracking

The open–loop controller developed in Section 3.2 is only
valid for a single initial condition for the plant, given by
transforming (31) for i = 1, . . . ,n by (12). For different initial
conditions u0 ∈ L2(0,1)n, one would like to track the desired
output trajectory and maintain the transition to uT (x). With
these goals in mind, we henceforth refer to (29) (generated
by (34) and hence (30)) as the reference state and denote it by
vref(x, t) (with associated plant reference state uref(x, t)).
To track the desired output trajectory, we introduce error feed-
back which corrects error in UT due to different initial condi-
tions. We define

e(x, t) := v(x, t)− vref(x, t). (36)
Particular to our treatment is the rate of attractivity of the error
to the origin: we wish to achieve e(x, t)→ 0 as t → t0 +T , for
any 0 < T < ∞. Immediate ramifications are maintaining the
transition from any v0(x) to the desired v̌T (x) and prescribed–
time output trajectory tracking.
Notice from (14)–(16) and (25)–(27) that e(x, t) satisfies

∂e
∂ t

(x, t) = Σ
∂ 2e
∂x2 (x, t), (37)

∂e
∂x

(0, t) = 0, (38)

e(1, t) =UPT(t), (39)
with initial condition e0(x) = v0(x)− v̌0(x) 6≡ 0 in general; this
system is already stable albeit at an exponential rate stipulated

by Σ. To achieve a faster stabilization rate, we follow the time–
varying feedback treatment in Steeves et al. [2019]: we define
the linear function

ν(t− t0) := 1− t− t0
T

(40)

and its corresponding “blow–up” function

µ3(t− t0) :=
1

ν3(t− t0)
. (41)

We have the following stabilization result concerning (37)–
(39).
Lemma 4. Selecting

UPT,i(t) =
∫ 1

0
KPT,i(1,y, t− t0)ei(y, t)dy (42)

for i = 1, . . . ,n, with

KPT,i(x,y, t− t0) =−
µ0,i

2εiν3(t− t0)

∞

∑
l=0

(
x2−y2

4εiT ν(t−t0)

)l

(l +1)!

×
l

∑
j=0

j

∑
k=0

(
j
k

)(
l +2+ k

l− j

)( µ0,iT
2ν2(t−t0)

) j

j!
, (43)

which is smooth in T × [t0, t0 +T ), and

µ0,i >
4

εiT 3 (44)

yields

‖e(·, t)‖L2(0,1)n≤Ce
− rT

2ν2(t−t0) ‖e0(·)‖L2(0,1)n→ 0 (45)

as t→ t0 +T , for C > 0 and r = min1≤i≤n{µ0,i−
2√µ0,i√
εiT 3/2 }> 0.

Moreover, UPT(t) remains bounded for all t ∈ [t0, t0 +T ), and
UPT(t)→ 0 as t→ t0 +T .

The design of (42)–(44) utilizes the backstepping method
and a time–varying damping technique to ensure the de-
sired prescribed–time stabilization of the error. For a proof of
Lemma 4, see Steeves et al. [2019]. We are now in the position
to prove our main theorem.

3.4 Proof of Theorem 1

First, notice from (36) and (42) that UPT(t) is in feedback
form for the target system (14)–(16). To render UPT(t) into
feedback form for the plant, we rely on the backstepping
transformation (11), which appears in the second line of the
control law (8).
Lemma 4 establishes the state transition from v0(x) to v̌T (x)
(which uniformly approximates the desired terminal profile for
target system (14)–(16)) within the terminal time. Due to (17),
it follows from (45) that the desired approximate state transition
is still achieved by the terminal time for the plant. To design the
desired state transition for the plant, one selects a feasible initial
condition and a desired terminal profile, and then maps these to
the target system states via (11). The ensuing open–loop control
component is designed using these functions.
The control gains appearing in (8) are smooth in time and
continuous in T , as stated in Lemmas 2 and 4. Due to (17) and
Lemma 4, the feedback controller remains bounded provided
that the state remain bounded for t ∈ [t0, t0 + T ); the latter
property is ensured in the subsequent section.
Since (11) is nothing but the identity operator at x = 0 and
by (7), it follows that the output trajectory for the closed–loop
system tracks (34) with zero error by the terminal time.



Well–posedness of the closed–loop system up until the terminal
time can be verified by first studying well–posedness of the
target system and then relaying this result back to the plant by
using the associated inverse transformations.

4. SIMULATIONS

We simulate our prescribed–time approximate state transition-
ing and output trajectory tracking control law for a system of
two equations, given by

∂u1

∂ t
= ε1

∂ 2u1

∂x2 +λ11u1 +λ12u2, (46)

∂u2

∂ t
= ε2

∂ 2u2

∂x2 +λ22u2, (47)

∂u1

∂x
(0, t) = 0,

∂u2

∂x
(0, t) = 0, (48)

u1(1, t) =U1(t), u2(1, t) =U2(t), (49)
for ε1 = 2, ε2 = 1.5, λ11 = π , λ21 = −2, λ22 = 2π , and the
control law developed above with γ = 1.9 and µ0,1 = µ0,2 = 4.
We prescribe the terminal time T = 2.
In our first simulation, we wish to achieve a smooth ramping
for the output trajectories, which is desirable in start–up, shut-
down and operating point transitioning processes. We assign the
nominal initial conditions v0(x) = [0 0]T and terminal profiles
uT (x) =

[
T−1

D [1] T−1
D [0.5]

]
used in generating the approxi-

mate controller (30) with N = 2 and M = 4, which produces the
desired smooth output ramping due to (34). We select u0(x) =
[5x 3− 3x3]T as the plant’s true initial conditions. Figure 1
demonstrates the outputs of (46)–(49) converging to the desired
output trajectories; moreover, Figure 2 shows the error due to
variation in nominal/true initial conditions attenuating to zero
at the rate (45) (evidently faster than exponential decay).
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Fig. 1. Simulation 1: prescribed–time output trajectory tracking
for (46)–(49) for specified ramping trajectories.

In our second simulation, we wish to achieve approximate state
transitioning to desired terminal profiles. We again assign the
nominal initial conditions v0(x) = [0 0]T and select termi-
nal profiles uT (x) =

[
x3 0.5

]
for generating (30). The cubic

terminal profile is selected to demonstrate that our approach
of approximating by even polynomials in (32) is not limiting.
Moreover, these terminal profiles are markedly not stationary
for (46)–(49). We select u0(x) = [10x2 2−2x3]T as the plant’s
true initial conditions. Figures 3 and 4 demonstrate the approx-
imate state transitioning, while Figure 5 shows initial condition
error attenuation and displays surface plots of the states with
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Fig. 2. Simulation 1: prescribed–time error attenuation
for (37)–(39).

the boundary inputs indicated. The error in achieving uT,2 in
Figure 3 is mainly accounted for by (32), whereas the error
displayed in Figure 4 is due to the approximations of KD, KPT
and UT.
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Fig. 3. Simulation 2: approximate state transitioning for (46).
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Fig. 4. Simulation 2: approximate state transitioning for (47).

These simulations were carried out using the implicit Euler
method. The control gain KD is approximated using the power
series method described in Camacho-Solorio et al. [2017] with
degree eight, whereas KPT is given explicitly in (43) and ap-
proximated by the first ten terms. Hence, these control gains
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Fig. 5. Simulation 2: approximate state transitioning for (46)–
(47), with prescribed–time error attenuation. Boundary
control laws appear as dotted red lines.

can be readily pre–calculated given the system parameters. In
contrast, the open–loop controller (30) requires computation-
ally expensive symbolic calculations for every set of initial
conditions and terminal profiles. This motivates our use of er-
ror feedback for implementation purposes, ensuring finite–time
error attenuation to zero independently of (the size of) initial
conditions.
While one can aim approximate any terminal profiles for (46)–
(49), this comes at the cost of requiring large N and hence
usually large v̌k

T,i in (32), leading to very large open–loop
controllers which may not be feasible in practice.

5. CONCLUSION

We developed a feedback control law which performs approx-
imate state transitioning and prescribed–time output trajectory
tracking. The control law proposed herein drives the closed–
loop system (1)–(6) from any L2 initial conditions to station-
ary or non–stationary terminal profiles which uniformly ap-
proximate desired ones. Alternatively, the controllers can be
designed such that the closed–loop system’s output (7) tracks
desired smooth reference trajectories (34).
Control laws achieving prescribed–time output trajectory track-
ing and approximate state transitioning which depend only on
the output are of interest because they allow for uncertain initial
conditions. This extension is left as a future work.
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