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Abstract
In this paper, the current trends of technologies to represent 3D point clouds and its use cases
are overviewed. The use of 3D point clouds have been increasing, and efficient representation
of 3D point clouds are needed. Mesh coding after surface fitting has been one of the major
approaches for point cloud compression, and compression exploiting the correlation after
simplifying the original point cloud is also becoming a major approach in recent years. A
standardization activity for 3D point cloud compression is ongoing under MPEG. A call for
proposals on new coding tools for 3D point cloud compression has been issued in January,
2017, and it is planned to finalize the standardization in April, 2019.
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Abstract—  In this paper, the current trends of technologies to 
represent 3D point clouds and its use cases are overviewed. The 
use of 3D point clouds have been increasing, and efficient 
representation of 3D point clouds are needed. Mesh coding after 
surface fitting has been one of the major approaches for point 
cloud compression, and compression exploiting the correlation 
after simplifying the original point cloud is also becoming a 
major approach in recent years. A standardization activity for 
3D point cloud compression is ongoing under MPEG. A call for 
proposals on new coding tools for 3D point cloud compression 
has been issued in January, 2017, and it is planned to finalize the 
standardization in April, 2019. 

I. INTRODUCTION 

With the increased proliferation of scenarios using 3D 
technologies for applications such as virtual and augmented 
reality, mobile mapping, scanning of historical artifacts, and 
3D visualization, representing these kinds of data as 3D point 
clouds has become a popular method for storing and 
conveying the data independently of how it was captured. A 
point cloud consists of a set of coordinates indicating the 
location of each point, along with one or more attributes such 
as color associated with each point. 3D point clouds can be 
captured in a variety of ways, such as using multiple cameras 
and depth sensors. These point clouds may be made up of 
thousands or even billions of points in order to represent 
realistically reconstructed objects or scenes; thus efficient 
representation of point clouds are needed to store or transmit 
these data. Compared with image compression, 3D point 
cloud compression is much more difficult, because no 
predefined orders or local topologies exist, in contrast to an 
image, which is defined as a uniform 2D grid of pixels. 
Additionally, each point in a point cloud may have not only a 
3D position information (x, y, z) but also a color information 
(R, G, B) and possibly other attributes such like transparency, 
time of acquisition, reflectance of laser or material property, 
etc.  

In Section II of this paper, we show some use cases for 
point cloud compression. In Section III, the current trends of 
technologies used to represent 3D point clouds are 
overviewed. In Section IV, the current direction of some 
standardization activities for point cloud compression is 
introduced, followed by conclusions in Section V. 

II. USE CASES FOR POINT CLOUD COMPRESSION 

The use of 3D point clouds have been increasing in recent 
years, and the recent advances of technologies in capturing 
and rendering 3D points have realized novel applications in 
the area of tele-presence, virtual reality and even large-scale 
dynamic 3D maps [1]. In these applications, compression is 
needed for efficiently transmitting or storing 3D point clouds. 
In this section, we introduce several use cases for 3D point 
cloud compression. 

A. Real-Time 3D immersive telepresence 

Highly realistic 3D representations can be achieved by 
using 3D point clouds. One suitable application is real-time 
3D immersive tele-presence such as 8i [2], Microsoft holo-
portation [3], and in ongoing industry oriented research 
projects [4]. Compared to 3D mesh reconstruction where 
connectivity among vertices is specified, reconstruction of 
non-meshed 3D point clouds by just obtaining a 
representation of the input point cloud is much simpler, 
making them amenable for real-time applications. In a typical 
tele-immersive 3D video conference system, point clouds are 
generated by processing the data from multiple color plus 
depth cameras or other sensors. These point clouds are then 
compressed and transmitted over networks to the receiver, 
which in turn decompresses and reconstructs the 3D point 
cloud. Finally, the 3D point clouds are rendered to create the 
virtual world. Key requirements for this application are: 

a) Lossy compression with bit-rate control 

b) Low complexity and/or support for real-time 
encoding/decoding 

c) Error resiliency 

d) Color attributes coding 

 

B. VR Content Viewing with Interactive Parallax 

In recent years, the head mounted display (HMD) is rapidly 
spreading as a device for experiencing virtual and augmented 
reality (VR). One major improvement for visual comfort 
relates to the viewing of content with interactive parallax, 
where the rendering viewport is updated for each new 
position of the end-user head. In this case, real-time encoding 
for 3D point clouds is not required, however, real-time 
decoding is needed. Since only the 3D point clouds from a 



APSIPA ASC 2017 

narrow range of viewport positions are required to be 
rendered, typically corresponding to a bounding box around 
the average position of the end-user’s head, the 3D point 
clouds to be rendered may be a part only of the total content 
transmitted to the end-user. Key requirements for this 
application are similar to the ones for the previous use case 
except that real-time encoding is not necessary. 

 

C. 3D Free viewpoint Sport Replays Broadcasting 

3D Point clouds can be used for free viewpoint playback of 
sports and interaction on mobile devices and TV. This use 
case requires a compression method such that the point cloud 
data can be streamed or stored in an interoperable manner. 
Multiple cameras are used to reconstruct 3D point clouds with 
color attributes, which are subsequently compressed, 
transmitted and stored at the end-user’s device. The end-user 
can virtually watch the scene from any angle by decoding and 
rendering the relevant stored data. The industry has already 
moved in this direction, and an example is Replay 
Technology [5]. 

 

D. Geographic Information Systems 

Geographic information is typically captured using Lidar, 
SAR or other techniques and is often represented as point 
clouds. These data are often stored in servers providing a 
service such as remote rendering or querying based on 
specific geographic information. The amount of data 
contained in these 3D point clouds, however, are often too 
massive to be handled efficiently in the system. 3D point 
cloud compression can reduce both the storage requirements 
at the server and the traffic exchanged between the client and 
the server. In this use case, region selectivity is important to 
query subsets of the point cloud representing a certain 
geographic area. Lossless compression may also be required 
depending on the application. Examples of applications that 
could benefit from a standardized solution are Oracle spatial 
and graphical databases [6], ArcGIS [7], and PointScene [8]. 

  

E. Cultural heritage 

Over recent years 3D scanning has become part of a 
coherent and non-contact approach to archive objects 
representing cultural heritage. 3D point clouds of cultural 
sites and objects allow us to preserve them in a virtual world 
forever. These objects can be viewed from any angle, and 3D 
point cloud compression can make these objects available to 
the wider public. Lossless compression is important to enable 
the best representation of the objects, and generic attributes 
coding such as for material properties may be required. An 
example is the project Culture 3D Cloud [9], where pictures 
taken by smart phones of cultural heritage objects are 
transformed into 3D point clouds that can be viewed from any 
angle. 

F. Large-scale 3D maps for autonomous navigation 

Large-scale 3D maps of indoor and outdoor environments 
can be created using devices that provide localization 
combined with depth and color measurements of the 
surrounding environment [10]. Localization can be achieved 
using GPS devices, inertial measurement units (IMU), 
cameras, or combinations of these and other devices, while 
the depth measurements could be achieved with time-of-flight, 
radar or laser scanning systems. Example mapping systems 
are already commercially available and come in various forms 
such as the high-end mobile mapping system [11]. 
Irrespective of the specific platform that is used to acquire the 
measurements, it is possible to generate a 3D map by 
combining the depth measurements, such as the high-density 
laser-scanned point cloud in Fig. 1, with camera images. This 
combination of point cloud data with camera images to 
generate a 3D map is illustrated in Fig. 2. These maps can 
further be combined with road markings such as lane 
information and road signs to create maps to enable 
autonomous navigation of vehicles around a city as shown in 
Fig. 3[12]. Multiple map layers will be stored and exchanged 
across the network, including static maps that do not change 
very frequently and dynamic maps that include real-time 
information about dynamic objects in the scene such as 
vehicles or pedestrians. Finally, only necessary information, 
such as road markings and traffic signs, is extracted from 3D 
point clouds and camera data measured and collected by the 
mobile mapping system to create precise 3D vector maps to 
be provided to the end-users. 3D point clouds are also 
compared in order to extract changes from the past data. To 
maintain the original 3D map and update the dynamic 3D map, 
massive amounts of 3D point cloud data are transmitted, 
stored and processed. 3D point cloud compression reduces the 
storage requirements and the amount of traffic. 

 

  
Fig. 1  A sample of a high-density laser-scanned point clouds 
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 Fig. 2  Map creation where images are projected by superimposing laser 

point cloud data onto camera images 
 

 
Fig. 3  A sample of map with roadside features added 

 

 
Fig. 4  Overview of the general procedure of point cloud compression 

 

III. TRENDS OF POINT CLOUD REPRESENTATION 

TECHNOLOGIES 

Much of the work on point cloud compression uses 
techniques that come from the computer graphics community, 
e.g. generating or modeling shapes using triangular meshes, 
estimating surfaces on shapes, etc. On the other hand, 
conventional data compression or some more recent 
techniques that come from the signal processing community 
are also investigated. The diagram in Fig. 4 shows an 
overview of the general procedure that is taken by most 
existing methods for point cloud compression. We overview 
trends of technologies for each procedure. 

 

A. Outlier/noise removal 

  There exists points that are not consistent with the other 
points in 3D point clouds depending on the acquisition system. 

These outliers or noise exhibited in the position or attributes 
can significantly degrade compression efficiency. Removing 
these outliers or noise can contribute to high compression 
efficiency especially for the lossy compression case. If the 
input point clouds have outliers or noise, a surface fitting 
through the points can be too irregular for efficient 
compression. To solve this problem, defining a smooth target 
surface for reconstruction is needed. To choose a suitable 
smooth surface that resembles the original surface, the 
moving least squares surfaces (MLS) is used in [12] 
 

B. Surface fitting 

  Fitting a surface to the original point cloud, e.g., mesh or 
implicit surface, etc., provides a compact representation of the 
surface to apply compression techniques in later stages. Much 
of the earlier work in reducing the size of point clouds has 
come from the computer graphics community. Many of those 
approaches achieved compression reducing the number of 
vertices in triangular or polygonal meshes, for example by 
fitting surfaces or splines to the meshes. Surveys of many of 
these methods can be found in [14], [15], and [16]. 
 

C. Application of an existing compression technique 

  Existing compression techniques can be specific to the 
chosen type of surface representation. Mesh compression 
techniques have been available for many years, and it is 
suitable for compression if mesh surface fitting is used . 
Compression techniques such as [17] and [18] use splat 
representations that sample and approximate the surface 
geometry. 

 

D. Simplification of the original point cloud 

  Simplifying the original point cloud representation into a 
form that is more easily compressible is another way of 
providing a compact representation. Resampling can also be 
effective in creating a more regular point distribution, which 
often involves down-sampling. Point clustering methods such 
as splitting the point cloud into a number of subsets, each of 
which is replaced by one representative sample can be also 
used. This technique often leads to regular resampling as well. 
In [19], point clouds were downsampled to a uniform grid, 
which in turn was partitioned into blocks so that a transform 
could be directly applied. Some approaches employ special 
data structures such as octrees and k-d trees. A k-d tree 
approach uses a tree structure for recursively splitting and 
subdividing the point cloud [20], [21]. The octree structure 
provides a multi resolution  decomposition of the point cloud, 
and this approach is especially effective on areas having a 
large amount of free space. Octree data structures for point 
cloud compression are explored in [22] and [23]. In [24] and 
[25] the octree structure for progressive encoding of point 
clouds is used. A prediction scheme to further improve the 
octree approach is used in [26] and [27]. More recent work on 
coding unstructured point clouds in real time is described in 
[28]. 
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E. Compression exploiting the correlation in the new 
representation 

In this procedure, techniques borrowed from other fields 
such as statistics or traditional signal/image processing, or just 
classic data compression methods including prediction, 
entropy coding, etc., are often used. Significant progress has 
been made over the past several decades on compressing 
images and video. Popular standards such as JPEG [29], 
H.264/AVC [30] and HEVC [31] are in widespread use today. 
These image and video coding standards also utilize block-
based and/or hierarchical methods for coding pixels. Concepts 
from these image and video coders have also been used to 
compress point clouds. For example, H.264/AVC was used to 
compress point clouds in a tele-operation environment [32]. 
Significant improvements in coding efficiency were reported 
in [33], in which the PCL-based implementation of [28] was 
extended to use JPEG to code blocks of attribute values. As 
mentioned in the previously cited surveys, signal processing 
based approaches such as wavelets have also been used to 
compress point clouds. Another recent work that reports 
significant improvement over the PCL-based implementation 
of [28] is described in [34], in which a graph transform is 
applied to blocks of point cloud attributes. In [35], inter-frame 
compression is introduced to compress dynamic point clouds. 
Both [34] and [35] use the same codec, applied either to the 
colors directly or to their prediction residuals, based on an 
orthogonal graph transform and arithmetic coding of carefully 
modeled coefficients. The graph transform is a natural choice 
for the spatial transform of the color signal due to the 
irregular domain of definition of the signal. Unfortunately, the 
graph transform requires repeated eigen-decompositions of 
many and/or large graph Laplacians, rendering the approach 
infeasible for real-time processing. Other approaches to 
transforming signals over irregular domains of definition 
include using shape-adaptive transforms, e.g., [36], or 
padding the signal to a regular domain and then using an 
ordinary block transform, e.g., [37]. 

IV. STANDARDIZATION OF 3D POINT CLOUD COMPRESSION 

Advanced 3D representations of the world are enabling 
more immersive forms of interaction and communication, and 
they allow machines to understand, interpret and navigate our 
world. 3D point clouds have emerged as an enabling 
representation of such information. Compression technologies 
are needed to reduce the amount of data required to represent 
a point cloud. We have identified some use cases in the 
second section of the paper,. To make these applications wide 
spread, a common method for compression is necessary for 
interaction. Under ISO/IEC JTC1/SC29/WG11 known as the 
Moving Picture Experts Group or MPEG, the necessity of 
standardization of 3D point cloud compression was firstly 
discussed in October, 2014 [38]. The first target application of 
3D point cloud compression was 3D Tele-Immersion, and the 
group then expanded the potential applications to wider scope 
including 3D free viewpoint sport replay broadcasting, 

geographic information systems, cultural heritage 
preservation and large-scale 3D dynamic maps for 
autonomous navigation [1]. After more than two years of 
investigating new coding tools for static and dynamic 3D 
point clouds, evidence has shown that improving coding 
efficiency with respect to existing solutions is possible, so 
MPEG issued a call for proposals on new coding tools for 3D 
point cloud compression in January, 2017 [39]. Companies 
and organizations were invited to submit proposals in 
response to this Call for Proposals by October, 2017.  

A. Test Categories and Conditions 

There are three test categories and three test conditions 
planned to be evaluated for the responses to this CfP: 

 
- Test categories 

 Category 1: Static Objects and Scenes 
Static 3D point clouds  

 Category 2: Dynamic Objects 
Dynamically changing objects 

 Category 3: Dynamic Acquisition 
Dynamically acquired scenes 
 

- Test conditions 
 Lossless geometry and no attributes 

The decoded compressed geometry values are 
numerically identical to the uncompressed values, 
and there no attribute values are compressed. 
This test condition applies to some parts of 
categories 1 and 3. 
 

 Lossless geometry and lossy attributes 
The decoded compressed geometry values are 
numerically identical to the uncompressed values, 
and the decoded compressed attributes values are 
not necessarily numerically identical to the 
uncompressed values. This test condition applies 
to some parts of categories 1 and 3. 
 

 Lossy geometry and lossy attributes 
The decoded compressed geometry and attribute 
values are not necessarily numerically identical 
to the uncompressed values. This test condition 
applies to category 2 and some parts of 
categories 1 and 3. 

 

B. Evaluation Method 

Evaluation of the proposals is one of the essential parts of 
this standardization activity. Different evaluation methods are 
to be used depending on the target parameters. 

 
1) Geometry 

The distance from the position of a point in the 
decoded 3D point clouds to the position of the 
corresponding point in the original 3D point clouds is 
used to calculate PSNR. While point-to-point metrics 
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capture the geometric distances between paired points, 
this approach neglects the fact that the points often 
represent surfaces of structures. As such, these 
distances have limited interpretations where a reduced 
set of points are to be reconstructed. Although point-
to-surface distances employ surface structures to 
represent the errors between point clouds, they can 
often fail when it is hard to construct a surface. 
Additionally, such metrics tend to rely heavily on the 
specific surface reconstruction method. To overcome 
these drawbacks, point-to-plane distance is 
additionally used for evaluation. The point-to-plane 
distance of a given point bi in a decoded 3D point 
cloud, to the corresponding point aj in the original 3D 
point cloud, is calculated by the following process as 
depicted in Fig. 5. The error vector E(i, j) is projected 
along the normal direction Nj to get a new error vector 
Ẽ(i, j). The point-to-plane distance is calculated as the 
magnitude of Ẽ(i, j). 
 

 
 

Fig. 5  Illustration of point-to-plane distance 
 

2) Color attributes 
Color quality is evaluated using both PSNR and 
subjective testing. 
 

3) Other attiributes 
Reflectance of the laser sensor is evaluated using 
PSNR. 

 
After evaluating all proposals in October, 2017, the first 

working draft of the standard is planned to be created in 
January, 2018, and then additional proposals and evaluations 
will be discussed. A committee draft of the standard is 
planned to be issued in July, 2018, and a standard is planned 
to be finalized in April, 2019.  

V. CONCLUSION 

In this paper, use cases for 3D point clouds compression 
and current trends for compression are overviewed. MPEG 
has started a standardization activity on 3D point cloud 
compression, which is planned to be finalized in April, 2019. 
Technologies for acquisition, compression and rendering of 

3D point clouds have advanced rapidly in these years, and the 
market of applications using 3D point clouds is growing 
quickly. In the near future, more applications such as remote 
surgery or virtual travel service, etc., can be realized using 3D 
point cloud compression. 
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