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Abstract. This paper introduces an integer programming approach to
the minimum chordal completion problem. This combinatorial optimiza-
tion problem, although simple to pose, presents considerable computa-
tional difficulties and has been tackled mostly by heuristics. In this pa-
per, an integer programming approach based on Benders decomposition
is presented. Computational results show that the improvement in so-
lution times over a simple branch-and-bound algorithm is substantial.
The results also indicate that the value of the solutions obtained by a
state-of-the-art heuristic can be in some cases significantly far away from
the previously unknown optimal solutions obtained via the Benders ap-
proach.

1 Introduction

Given graph G, the minimum chordal completion problem (MCCP) asks for a
minimum cardinality set of edges whose addition to G results in a chordal graph
(a graph for which every cycle consisting of four or more vertices contains a
chord - an edge connected vertices that do not appear consecutively in the cycle).
The problem is also known as the minimum fill-in problem and the minimum
triangulation problem.

Chordal completions find applications in a variety of fields. These include
sparse matrix computation and semidefinite programming [31,18,23,27], database
management [1,34], computer vision [12], many others (the interested reader may
refer to a survey on the topic [19]). In addition to these applications, chordal
completions are related to the tree-width problem [6], the minimum interval com-
pletion problem [25], and are a special case of graph sandwich problems [17].

Although the problem has applications in a variety of domains, computa-
tional approaches in the literature have been very limited, with the focus being
on developing heuristics. The MCCP (in its decision version which ask whether
or not a chordal completion containing fewer than k edges exists) was listed as
one of the open problems in Garey and Johnson’s classical book on computa-
tional complexity [15] and later proven NP-complete [36].

Surprisingly, the optimization community has largely overlooked computa-
tional approaches to the problem. Some algorithms are published which solve



the MCCP exactly on particular classes of graphs [12,9,24,11,33,7]. For general
graphs algorithms exists as well, although computational results have not been
reported. The first fixed parameter tractable algorithm [22] was proven to have
time complexity O

(

2O(k) + k2nm
)

(where n is the number of vertices in the
graph and m is the number of edges in the graph). Algorithms have since inves-
tigated [8] and recently the running time has been reduced to sub-exponential
parameterized time complexity [13].

As opposed to exact algorithms, the literature is vast on algorithms designed
to find minimal chordal completions (the interested reader can again refer to a
survey written on the topic [19]). The objective of these algorithms are twofold.
First, they seek to create chordal completion in the least possible computational
time. Second, they search for chordal completions using as few edges as possible.
A surprisingly simple algorithm based on ordering the vertices of the graph by
their degree and running a vertex elimination game [16] runs in polynomial time
[20] (O(n2m)) and produces very good solutions in terms of the number of edges
added, compared to other heuristics [26,3,4,5,29].

This paper presents an integer programming approach to the MCCP based
on Benders decomposition [2], and in particular on logic-based Benders decom-
position [21]. The problem is modeled using only a quadratic (with respect to
the number of vertices in the graph) number of variables (one per edge not in the
graph), and cuts are added iteratively when they become violated. The problem
is decomposed into a master problem and a subproblem. In the master problem,
a solution is found which adds some subset of the complement edge set to the
graph subject to Benders cuts that have been previously identified. This graph
then defines a subproblem which returns either that the graph is chordal (and
hence a minimum chordal completion) or finds chordal cuts that must be sat-
isfied by any chordal completion of the graph. In the latter case, the cuts are
added to the master problem, and any solution found by the master problem in
subsequent iterations will never violate these cuts.

The remainder of the paper is organized as follows. In Section 2 graph nota-
tion is introduced which will be used throughout the paper. Section 3 formally
introduces the MCCP. Section 4 introduces the Benders decomposition approach
to the MCCP with Section 5 explaining in detail the solution to the subproblem
and Section 6 describing the Bender’ cuts and proving that they are valid. Sec-
tion 7 details the exact algorithm and heuristic algorithms used for comparison
in the computational experiments presented in Section 8. The paper concludes
in Section 9.

2 Graph Notation

Let S be any set.
(

S

2

)

denotes the family of two-element subsets of S.
Let G = (V,E) be a graph. For the remainder of the paper it is assumed that

G is connected, undirected, has no self-loops or multi-edges.
Each edge e ∈ E ⊆

(

V
2

)

is a two-element subset of V . We denote by Ec the

complement edge set of G: Ec =
(

V
2

)

\E.



The neighborhood N(v) of a vertex v ∈ V is the set of vertices which share an
edge with (are adjacent to) v: N(v) = {v′ : (v, v′) ∈ E}. The closed neighborhood
N [v] is the neighborhood of v together with v: N [v] = N(v) ∪ {v}.

Let V ′ ⊆ V . The graph induced by V ′, G[V ′] = (V ′, E(V ′)) is the graph on

vertex set V ′ with edge set E(V ′) = E ∩
(

V ′

2

)

. Given F ⊆ Ec, a completion of
G, denoted by G+F , is the addition of the sets in F to E: G+F = (V,E ∪F ).

A cycle C in G = (V,E) is an ordered list of distinct vertices of G, C =
(v1, . . . , vk), for which

⋃

i=1,...,k−1{vi, vi+1} ∪ {vk, v1} ⊆ E. We denote by V (C)
the set of vertices that appear in the cycle, and E(C) the edges connected to
consecutive vertices in the cycle (E(C) :=

⋃

i=1,...,k−1{vi, vi+1} ∪ {vk, v1}). The
interior of C, int(C), is the family of two-element subsets of the vertices in the

cycle that do not coincide with the edges of the cycle: i.e., int(C) =
(

V (C)
2

)

\E(C).
A cycle containing k vertices is called a k-cycle.

A cycle C for which the graph G[V (C)] contains only those edges in the cycle
is a chordless cycle. A graph is said to be chordal (or chordless) if the maximum
size of any chordless cycle is three. A chordless cycle with k vertices is called a
k-chordless cycle.

3 Problem Description

Let G = (V,E) be a graph. A chordal completion of G is any subset of edges
F ⊆ Ec for which G+ F is chordal. A minimal chordal completion is a chordal
completion F for which F ′ is not a chordal completion for any proper subset
F ′ ⊂ F . A minimum chordal completion is a chordal completion of minimum
cardinality. The minimum chordal completion problem (MCCP) is the problem
of identifying such a subset of the complement edge set.

We refer to Ec as both the complement edge set and the set of candidate fill
edges, since we think of filling G with edges in order to create chordless graphs.
We will use both terms interchangeably.

Example 1. Consider the graph in Figure 1 (a). This graph has two chordless
cycles, C1 = (1, 2, 3, 4) and C2 = (2, 3, 4, 5). Figure 1 (b) shows a minimal chordal
completion, which adds edges {1, 3} and {3, 5}. Removing either of these edges
will result in a graph that is not chordal. Figure 1 (c) shows a smaller, minimum
chordal completion consisting only of edge {2, 4}.

4 Integer programming approach

Benders decomposition is a general scheme proven to be useful for a variety of
problems. Benders decomposition calls for the communication of Benders cuts
between two models in order to communicate inferences.

In the scheme proposed in this paper, the decomposition is broken into an
integer programming (IP) phase which identifies completions of G (the master
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Fig. 1: (a) A graph. (b) A minimal chordal completion of the graph. (c) A mini-
mum chordal completion of the graph.

problem) and a combinatorial optimization problem (the subproblem) of identi-
fying cutting planes that will restrict the completions found by the subsequent
IPs. Each time a completion is assigned and found to be inconsistent (i.e., lead-
ing to a graph which is not chordal), an inequality is produced at the end of the
subproblem phase which will prohibit the IP from ever leading to this solution
again. This passing of information is done iteratively until the subproblem no
longer finds a Benders cut and certifies that the completion found by the mas-
ter problem is not only feasible (a chordal completion), but a minimum such
completion.

The master problem is the following:

min
∑

f∈Ec

zf

subject to [accumulated Benders cuts]

zf ∈ {0, 1}, f ∈ Ec

(MP)

leading initially to the solution z0 for which, ∀f ∈ Ec, z0f = 0, Benders cuts are
yet to be generated.

For a solution z′ with elements in {0, 1} for each f ∈ Ec, let F (z′) = {f :
z′f = 1}. Each time a master problem is solved, the solution zk encodes a graph

G(zk) = (V,E∪F (zk)). The subproblem has the goal of either determining that
G(zk) is chordal, or producing some certificate of infeasibility which is translated
into a linear inequality, restricting the master problem from ever producing this
solution again (called Benders cuts). In the case of the MCCP, this certificate
will be a k-cycle C with k ≥ 4 (or a set of such cycles).

In a general iteration, the master problem will contain all of the elements in
(MP), in addition to Benders cuts which are accumulated from earlier iterations.

The pseudocode for the algorithm is presented in Algorithm 1. We start with
z0 as defined above. This specifies that G(z0) = G. Given solution zk, the algo-
rithm tests whether or not the graph G(zk) is chordal. If it is, the solution relates



Algorithm 1 Benders decomposition for the MCCP in graph G = (V,E)

1: k ← 0
2: let z0 be the optimal solution to (MP), with no Benders cuts // ∀f ∈ Ec, z0f = 0

3: while G(zk) is not chordal do
4: k ← k + 1
5: Let Ck be a set of chordless cycles in G(zk−1)
6: for all C ∈ Ck do

7: generate Benders cuts B(C) and add them to (MP)
8: zk ← optimal solution to (MP) with all accumulated Benders cuts
9: return F (zk)

to an optimal solution and F (zk) is returned. If not, the algorithm increases the
iteration count by one, identifies a set of chordless cycles Ck in G(zk), generates
a set of Benders cuts B(C) for each C ∈ Ck, and adds these cuts to the master
problem. The master problem is then re-solved, to find a possible solution.

Several elements of Algorithm 1 need to be specified. Namely, line 3 which
determines whether or not a given graph is chordal, line 5 which finds a set
of chordless cycles in a graph which is not chordal, and line 7 which generates
Benders cuts based on the cycles. In general, a relaxation is also added to the
master problem in order guide the initial solution. One can view the first round
of Benders cuts as such a relaxation since, as explained below, the first round of
cuts is based entirely on the original graph. The following sections specify these
particulars.

5 Finding Chordless Cycles

Determining whether a graph is chordal or not can be accomplished in linear
time in the size of the graph [30]. This can be shown to be equivalent to finding
a perfect elimination order of a graph, and even finding all perfect elimination
orders has been investigated [10].

Papers have been published which seek to identify all chordless cycles in a
graph too [32,35], but the running time of these algorithms are exponential in
the size of the graph. For the purpose of this paper, it is not necessary to list all
chordless cycles; in any iteration of Algorithm 1, it is only necessary to find at
least one chordless cycle, if one exists.

A simple strategy can be employed, based on searching through triples of
vertices, that can be used to find a set of chordal cycles (or stopped prematurely
to find a single chordal cycle) if one exists. This is presented in Algorithm 2.

The algorithm starts with no cycles in C. For every ordered triple of vertices
i, j, k for which i, j, k is an induced path (i.e., j is adjacent to both i and k, but i
and k are not adjacent), the algorithm checks whether i and k are connected in
the graph G [(V \N [j]) ∪ {i, k}] induced by all vertices in G besides the closed
neighborhood of j (include i and k). If so, the algorithm adds the set of vertices



{i, j, k} together with the shortest path between i and k in G [(V \N [j]) ∪ {i, k}]
to C.

Theorem 1. Algorithm 2 returns a set C for which every C ∈ C is a chordless
cycle in G, and is empty at the end of the execution of the algorithm if and only
if G is chordal.

Proof. Suppose C 6= ∅. Let C be any cycle in C and i, j, k the ordered triple of
vertices that produced C. C is a cycle because i is adjacent to j, j is adjacent to
k, and i, k are connected in G through the path P = (i, v1, . . . , vℓ, k) (determined
during the algorithm) that connects i and k, does not contain j, and is connected
in the subgraph G [V \N [j] ∪ {i, k}] of G.

Furthermore, C must be a chordless cycle. By the construction of C, j is
only adjacent to i and k (with {i, k} /∈ P ), so that j does not participate in
any chord of C. In addition, since P is the shortest path in G [V \N [j] ∪ {i, k}],
there cannot be any edge {va, vb}, for a ≤ b − 2 (otherwise P would not be a
shortest path) in the subgraph. Therefore, C is a chordless cycle in G.

What remains to be shown is that C is empty if and only if G is chordal.
From the previous arguments, if C is non-empty, then every set C ∈ C is a cycle
in G. Therefore in this case G is not chordal.

Finally, suppose G is not chordal. Let C = (v1, . . . , vℓ) be a smallest length
chordless cycle in G (ℓ ≥ 4). Consider when the algorithm examines i = v1, j =
v2, k = v3. C is a chordless cycle, therefore v2 is only adjacent to v1 and v3 in G.
Therefore, the path P = (v1, vℓ, . . . , v3) is in G [V \N [j] ∪ {i, k}]. Furthermore,
this must be the shortest path in this subgraph, because otherwise C would
not be a smallest length chordless cycle. Therefore, C is in C at the end of the
execution of Algorithm 2, as desired, completing the proof. ⊓⊔

Algorithm 2 Find a set of chordless cycles C in G = (V,E) (or return C = ∅ if
G is chordal)

1: C ← ∅
2: for all i, j, k ∈ V // all ordered triples of vertices do

3: if {i, j}, {j, k} ∈ E and {i, k} /∈ E then

4: if i, k are connected in G [V \N [j] ∪ {i, k}] then
5: P ← shortest path from i to k in G [V \N [j] ∪ {i, k}]
6: C ← C ∪ (P ∪ {j})
7: return C

6 Benders Cuts

In this section a class of Benders cuts is presented, each generated by a chordless
cycle in a graph. The main idea behind the Benders cuts developed here is that if
a graph G contains a k-chordless cycle C then at least k− 3 of the edges interior
to the cycle must be in any chordal completion of the graph.



Example 2. Consider the graph is Figure 2 (a). The graph is a cycle C =
{1, 2, 3, 4, 5} which is not chordal. Any chordal completion requires at least two
edges. One such completion is depicted in Figure 2 (b). Note only specific sub-
sets of size two can be added to the graph to result in a chordal completion.
Consider for example the graph depicted in Figure 2 (c), where the edges {1, 3}
and {2, 4} are added to the graph although the graph is not chordal.
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Fig. 2: (a) A graph. (b) A chordal completion with two fill edges. (c) A completion
with two edges that is not chordal.

Lemma 1. Let G be a graph containing a chordless cycle C of length k ≥ 4.
Then at least k − 3 edges in int(C) are in any chordal completion of G.

Proof. We proceed by induction on k. For k = 4, if fewer that 4− 3 edges in the
interior of the chordless cycle are added to G the graph will still contain this
chordless cycle and hence not be chordal.

For the base case, let k = 5 and C = (1, 2, 3, 4, 5). Suppose we add fewer
than 5− 3 = 2 edges to the interior of C. Adding zero edges to the interior of C
leaves G not chordal. Suppose we add only one edge to the interior of C. Since
the cycle is symmetric with respect to the edges interior to the cycle, suppose
{1, 3} is added. This leaves chordless cycle (1, 3, 4, 5).

Fix k > 5. Suppose that ∀ℓ, 4 ≤ ℓ ≤ k− 1, if a chordless cycle C′ with length
ℓ appears in G then at least ℓ− 3 edges in the interior of C′ must appear in any
chordless completion of G.

Let C be a chordless cycle in G of length k. Let the vertices in C be the first
k integers: C = (1, 2, . . . , k). There must be at least one edge in the interior of
C that appears in any chordless completion of G. Since C is symmetric with
respect to the vertices, let suppose that {1, p} is added to G.

If p = 3, then C′ = (1, 3, 4, . . . , k) is a chordless cycle of length k− 1. By the
inductive hypothesis, any chordal completion requires at least (k−1)−3 = k−4
edges in the interior of C′ (which are also interior to C). Therefore any chordal
completion of G requires at least 1 + k − 4 = k − 3 edges in the interior of C.

If p = k − 1, the vertices can be renamed in opposite order, resulting in the
same case as p = 3.



Let 4 ≤ p ≤ k − 2. This chord cuts C and creates two, separate chordless
cycles: C1 = (1, 2, . . . , p) and C2 = (1, p, p+ 1, . . . , k). By the inductive hypoth-
esis, any chordless completion will require at least p− 3 edges in the interior of
C1 and at least k− p+2− 3 = k− p− 1 edges in the interior of C2 (all of which
are also in the interior of C). Therefore, any chordal completion requires at least
(1) + (p− 3) + (k − p− 1) = k − 3 edges in the interior of C, as desired. ⊓⊔

A valid Benders cut (or simply Benders cut) for a solution zk is any inequality
az ≥ b that satisfies the following two properties:

(B.1) zk must violate the constraint: azk < b
(B.2) Any solution z′ to the master problem which generates a graph G(z′)

which is chordal should satisfy the constraint: az′ ≥ b

Given a solution zk in Algorithm 1 which yields graph G(zk) which is not
chordal, after identifying a chordless cycle C (or set of chordless cycles) in line 5,
the goal is to find a linear inequality which can be added to the master problem
which prohibits zk from appearing again and is satisfied by every solution z′

which corresponds to a chordal completion F (zk). The simplest such cut, which
is readily applicable in Benders schemes, is the following:

∑

f :zk
f
=1

(1 − zf) +
∑

f :zk
f
=0

(zf ) ≥ 1 (1)

This simple cut forbids only the given solution zk

Example 3. Take for example z0 with z0f = 0 for all f ∈ Ec for the graph in
Figure 2. There are many possible Benders cuts associated with this solution.
These include, for example:

z{1,3} + z{1,4} + z{2,4} + z{2,5} + z{3,5} ≥ 1 (2)

(2) is the standard Benders cut (1).

The application of Benders decomposition necessitates the generation of
problem specific valid Benders cuts so that the inequalities are tighter and elim-
inate additional infeasibility, for otherwise too many iterations are realized. The
remainder of this section is devoted to proving that the following inequality, for
a chordless cycle C identified in Algorithm 1, is a valid Benders cut:

∑

f ∈ int(C)

zf ≥ (|V (C)| − 3) ·





∑

f ∈ E(C)∩Ec

zf − |E(C) ∩ Ec|+ 1



 (3)

Example 4. Let G be the graph in Figure 2. Suppose the solution zk to the
master problem is zk{1,3} = zk{1,4} = zk{2,4} = zk{2,5} = zk{3,5} = 0. (3) becomes

z{1,3} + z{1,4} + z{2,4} + z{2,5} + z{3,5} ≥ 2 · 1 = 2

This is a valid Benders cut. The solution violates this constraint and in any
chordal completion at least two of the edges in the interior of the cycle must be
present.



Example 5. Take again the graph G in Figure 2. Suppose the solution zk to the
master problem is zk{1,3} = 1 and zk{1,4} = zk{2,4} = zk{2,5} = zk{3,5} = 0. Let

C = (v1, v3, v4, v5), which is a chordless cycle in the graph G(zk). In this case,

V (C) = {1, 3, 4, 5}
E(C) = {{1, 3} , {3, 4} , {4, 5} , {1, 5}}
int(C) = {{1, 4} , {3, 5}}
E(C) ∩ Ec = {{1, 3}}

(3) now becomes

z{1,4} + z{3,5} ≥ (4− 3) ·
(

z{1,3} − 1 + 1
)

= z{1,3}

This inequality will force at least one of z{1,4} or z{3,5} to be equal to one
if z{1,3} = 1 in any subsequent master problem solution. This inequality is a

valid Benders cut because (B.1) is satisfied (plugging in zk into the converse
of the inequality yields 0 < 1) and (B.2) is satisfied (if a completion of G
contains edge {1, 3}, it must contain either edge {1, 4} or {3, 5}, for otherwise
cycle C = (1, 3, 4, 5) will be a chordless cycle in G).

Theorem 2. Suppose C is a chordless cycle, identified in line 5, in the graph
G(zk) derived from solution zk obtained by solving the master problem in itera-
tion k of Algorithm 1. (3) is a valid Benders cut.

Proof. Let C be such a cycle.

(B.1): Because C is a chordless cycle, there cannot be any edges in the interior
of C in G(zk) so that the left-hand side of (3) becomes

∑

f ∈ int(C) z
k
f = 0.

Therefore it suffices to show that the right-hand side of (3) is strictly greater
than 0. C is a chordless cycle, so |V (C)| ≥ 4 and (|V (C)| − 3) > 0. In addition,
each edge in E(C) ∩ Ec must be in C, for otherwise C would not be a cycle in
G(zk), so that for the variables in this set zkf = 1. Therefore,

∑

f ∈ E(C)∩Ec

zkf − |E(C) ∩ Ec|+ 1 = 1,

and the right-hand side of (3) evaluates to (|V (C)| − 3) which is greater than 0.

(B.2): Let z′ be any solution that generates a graph G(z′) that is chordal.
First note that (3) is satisfied by any solution (not just feasible ones) if for any
f ∈ E(C) ∩ Ec, z′f = 0. This is because the left-hand side of the inequality is
always greater than or equal to 0, and if z′f = 0 for some such z′, the right-
hand side of the inequality will be less than or equal to 0. Therefore consider
only those z′ for which the right hand side is greater than or equal to 1 i.e.
∀f ∈ E(C) ∩Ec, z′f = 1.

For such z′, the second of the two terms multiplied on the right-hand side of
(3) evaluates to 0 at z′. It therefore suffices to show that

∑

f ∈ int(C)

z′f ≥ |V (C)| − 3.



Because ∀f ∈ E(C)∩Ec, z′f = 1, G(z′) contains every edge in E(C). C is a cycle
in G(z′). Therefore, by Lemma 1, at least |V (C)| − 3 edges in the interior of C
are in any chordal completion of G(z′). ⊓⊔

7 Minimum/minimal chordal completion algorithms

As discussed in Section 1, there is a vast literature on minimal chordal comple-
tions while the literature investigated computational approaches to the MCCP
is surprisingly thin. In order to evaluate, computationally, Algorithm 1, it is nec-
essary to compare with another MCCP algorithm. In the experimental results
section, Section 8, the Benders approach is compared with a simple variant of an
algorithm for the MCCP that has exponential running time [8]. This algorithm
is explained below, along with a state-of-the-art heuristic.

Exact Algorithm Developing any exact algorithm designed to solve the MCCP
is non-trivial. Even formulating the problem with an IP model, a standard ap-
proach to solving combinatorial optimization problems, is difficult.

The fastest (in terms of time performance guarantee) algorithm for solv-
ing the MCCP [13], to the best knowledge of the authors, has time complexity

O
(

2O(
√
k log (k)+k2nm)

)

, although it is not implemented nor have computational

experiments on the algorithm been reported. The algorithm branches on chord-
less cycles of length four, and then on moplexes, keeping track of certain indi-
cators which allow pruning. The interested reader can refer to the paper in the
references for an explanation of the algorithm.

In place of implementing this complex algorithm, a simpler version is pre-
sented in Algorithm 3, which will be used for computational comparison. This
algorithm searches on the complement edge set. It starts with a single search
tree node s. Search tree nodes have two sets associated with them: I(s) is the
set of complement edges included in this search node, and O(s) are the set of
edges to be excluded. For any search tree node, if it is chordal, the upper bound
is updated and the set I(s) becomes the incumbent solution. If it isn’t, two new
nodes are created, only if they can lead to better solutions (it is required that
|I(s)| ≤ zub − 2 because at least one more additional edge has to be included
and so it can only lead to a better solution if the number of edges is at least
two less than the size of the incumbent solution). Then, a cycle is identified in
G′ = (V,E∪I(s)) and for some edge in the interior of this cycle but not in O(s),
a search node is created which includes the edge and a search node is created
which excludes this edge. The search concludes when there are no more nodes to
explore. This algorithm can have a warm start where any heuristic can be ran
prior to the algorithm for a starting incumbent solution F . The computational
experiments in Section 8 assumes a depth-first search ordering.

Heuristic Algorithms This section describes a heuristic that will be used for
comparison with the Benders approach, to see the gap that results from running
only a minimal chordal completion algorithm.



Algorithm 3 Branch-and-bound algorithm for the MCCP in graph G = (V,E)

1: F ← Ec

2: zub ← |F |
3: create search node s with I(s) = O(s) = ∅
4: Q← {s}
5: while Q 6= ∅ do
6: let s be some node in Q
7: Q← Q\{s}
8: if G′ = (V,E ∪ I(s)) is chordal then
9: F ← I(s)
10: zub ← |F |
11: else

12: if |I(s)| ≤ zub − 2 then

13: find chordless cycle C of length greater than 3 in G′

14: let e be any edge in int(C)\O(s)
15: if e exists then
16: create search node s′ with I(s′) = I(s) ∪ {e}, O(s′) = O(s)
17: create search node s′′ with I(s′′) = I(S),O(s′′) = O(s) ∪ {e}
18: Q← Q ∪ {s′, s′′}
19: return F

A classical algorithm that can be used to find small minimal chordal com-
pletions of graphs is the elimination graph model: In this algorithm, the vertices
are sorted by some permutation σ. The vertices are then relabeled according to
σ. Then, for i = 1, . . . , n, edges are added to G in order to make the neighbors of
i in {1, . . . , i− 1} adjacent. The chordal completions of G exactly coincide with
the graphs that results from this process [14].

Finding the ordering that results in the smallest set of additional edges ex-
actly corresponds to solving the MCCP. Finding this ordering is NP-hard, and
many heuristics have been developed, most popular and highly implemented be-
ing the minimum degree ordering [16] which in general finds very good, nearly
optimal solutions. This algorithm will henceforth be referred to as MDOC (for
minimum degree ordering completion).

8 Computational Results

This section reports computational results on the Benders approach to the
MCCP. All algorithms are implemented in C++ and ran on a 3.20 GHz In-
tel(R) Core(TM) i7-3930K CPU processor with 32 GB RAM. The IP solver
used is Gurobi version 5.63. All settings were set to default, except that the
solver was restricted to solving on one processor by setting Threads to 1.

The algorithms are tested on random graphs generated according to the
Erdős-Réyni model. The graphs generated have n vertices and density d, with
n ranging from 15 to 35, in increments of 5, and d ranging from 0.1 to 0.9, in
increments of 0.1. 10 graphs are generated per configuration.



For the remainder of this section, the means reported are geometric means
with shift 1.

Comparison with Simple branch-and-bound Algorithm Figure 3 depicts
the time to solve the graphs generated with n = 15 vertices, displaying the
geometric mean, shifted by 1, of the complete solution time for four different al-
gorithms. BandB(no warm start) represents the simple branch-and-bound al-
gorithm in Algorithm 3. BandB(no warm start) is the same algorithm, but
initialized with a heuristic solution for bounding purposes, provided by MDOC.
Benders(single cycle) represents Algorithm 1, where only one cycle is gener-
ated each time the subproblem is solved (Algorithm 2 is stopped once the first
chordless cycle is identified), and Benders(multi cycle) is the same algorithm
but with Algorithm 2 ran until completion.
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Fig. 3: Time to solve graphs with n = 15 vertices

As can be seen in Figure 3, the Benders approach outperforms the sim-
ple branch-and-bound algorithm except on those instances that are solved very
quickly. Within 10,000,000 search nodes not all instances with n = 20 and above
are solved by the simple branch-and-bound algorithm and so the plot is only
generated for n = 15.

Even more elucidating of the difference in computational time is the number
of instances that are solved within 30 seconds, depicted in Figure 4. For the same
algorithms as above, this plot shows that within 30 seconds each of the instances
with n = 20 are solved by Benders(multi cycle) (the maximum time on this
set of instances for this technique is 1.13 seconds with mean of 0.053 seconds).
In the alternative methods, there are many instances which remain unsolved in
this time horizon, and several remaining unsolved even after 1800 seconds.
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Improvement over MDOC The heuristic, MDOC, works surprisingly well
in practice and hence is heavily implemented in practice. In this section the
difference between the solution provided by MDOC and the Benders approach
(Benders(multi cycle)) are provided in order to evaluate the importance of
searching for optimal solution, compared with a standard, simple, and powerful
heuristic.

In general, as reported in the literature, the solutions outputted by MDOC
are of high quality. Figure 5 shows the comparison between the optimal solutions
found by the Benders approach with the solutions obtained by MCOD for n =
20, 25, 30, 35. As can be seen in this figure, the gap between the heuristic solution
and the optimal solution is not too substantial, however the gap grows as the
graphs increase in size.

To better see the differences in the chordal completions, consider Figure 6,
where plots are generated for this data, for n = 20, 25, 30, 35, individually. In
addition to the mean, the minimum and maximum difference per configuration
is depicted. This plot more readily shows that as n grows the gap between the
heuristic solution and the optimal solution grows.

This of course comes at the expense of extra computation time. The time
necessary to run the heuristic is a fraction of a second, compared to the time
to run the Benders algorithm, reported in Table 1, although solutions are pro-
vided with optimality guarantees. This table reports the numerical values de-
picted in Figure 6 along with the times to solve the MCCP using the Ben-
ders approach described in this paper. n and d are the number of vertices
and density in the random graphs tested (10 instances per row in the table).
MinFillDiff, MeanFillDiff, and MaxFillDiff report the minimum, mean, and
maximum difference in the number of edges in the chordal completions calcu-
lated using MDOC and the Benders approach, respectively. MinBendersTime,
MeanBendersTime, and MaxBendersTime report the minimum, mean, and max-
imum time to solve the instances using the Benders approach, respectively.
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Fig. 6: Difference in number of fill edges added, n = 20, 25, 30, 35

n d MinFillDiff MeanFillDiff MaxFillDiff MinBendersTime MeanBendersTime MaxBendersTime

20 0.1 0 0.07 1 0.00 0.00 0.01

0.2 0 0.47 3 0.02 0.04 0.13

0.3 0 0.47 3 0.02 0.04 0.07
0.4 0 0.15 1 0.02 0.15 1.13

0.5 0 0.37 3 0.03 0.11 0.37

0.6 0 0.64 3 0.02 0.05 0.10

0.7 0 0.53 2 0.03 0.05 0.10

0.8 0 0.07 1 0.02 0.03 0.04
0.9 0 0.15 1 0.01 0.01 0.02

25 0.1 0 0.00 0 0.01 0.02 0.04
0.2 0 0.35 4 0.03 0.87 24.04

0.3 0 0.96 6 0.08 1.00 5.28

0.4 0 1.61 11 0.17 1.05 2.72

0.5 0 0.57 4 0.10 0.42 1.83

0.6 0 0.83 6 0.05 0.11 0.33
0.7 0 0.53 5 0.08 0.17 0.66

0.8 0 0.37 2 0.04 0.06 0.12

0.9 0 0.28 2 0.02 0.03 0.04

30 0.1 0 1.31 4 0.02 0.87 5.36

0.2 0 1.03 4 0.28 8.05 181.68

0.3 0 2.09 7 2.85 15.44 371.47

0.4 0 2.73 15 0.23 6.39 38.70
0.5 0 2.98 8 0.24 4.91 194.28

0.6 0 1.02 13 0.24 0.91 2.17

0.7 0 1.88 5 0.13 0.82 2.60

0.8 0 0.20 2 0.08 0.23 0.75

0.9 0 0.15 1 0.03 0.05 0.09

35 0.1 0 0.53 2 0.04 2.90 70.83

0.2 0 2.32 9 1.31 86.49 1822.97
0.3 2 5.54 15 2.92 635.38 11782.80

0.4 0 3.93 16 4.51 91.90 2394.53

0.5 0 1.94 10 0.75 17.24 624.04

0.6 1 3.01 13 3.73 15.03 100.23

0.7 0 1.76 7 0.52 5.39 19.57

0.8 0 0.64 5 0.24 0.57 1.15
0.9 0 0.23 1 0.07 0.10 0.19

Table 1: Difference in number of edges resulting from chordal completions using
Benders versus MDOC ; Benders time



Instance |V | |E| BendersTime BendersValue MDOCValue

1-FullIns 3 30 100 5.85 80 80

1-FullIns 4 93 593 - 623* 839

2-FullIns 3 52 201 - 206* 273

2-Insertions 3 37 72 - 68* 103

3-FullIns 3 80 346 - 379* 661
3-Insertions 3 56 110 - 102* 198

4-Insertions 3 79 156 - 148* 331

david 87 406 1.99 64 66

mug100 1 100 166 0.56 64 91

mug100 25 100 166 0.66 64 93
mug88 1 88 146 0.37 56 82

mug88 25 88 146 0.52 56 84

myciel3 11 20 0 10 10

myciel4 23 71 0.04 46 46

myciel5 47 236 35.71 196 197
myciel6 95 755 - 713* 753

queen10 10 100 1470 - 2045* 2671

queen5 5 25 160 262.57 93 94

queen6 6 36 290 - 218* 244

queen7 7 49 460 - 402* 444

queen8 12 96 1368 - 1863* 2401
queen8 8 64 728 - 772* 970

queen9 9 81 1056 - 1301* 1664

Table 2: Chordal completion sizes on benchmark graphs ; * indicates that the
value is a bound due to the Benders approach timing out in one hour.

Benchmark Graphs Table 2 reports results on benchmark graphs, appearing
frequently in the literature in papers which test graph coloring algorithms and
other problems as well [28]. The algorithm was tested only on those instances
with 100 or fewer vertices that are connected.

The results indicate that there can be a significant gap between what the
state-of-the-art minimal chordal completion algorithm returns and the optimal
value of the MCCP. The table reports Instance (the name of the instance)
the number of vertices and edges in the graph, followed by BendersTime (the
amount of time, in seconds, to solve the instance), BendersValue (the optimal
solution if the instance was solved within an hour and lower bound otherwise
and indicated by an asterisk), and finally MDOCValue (the size of the chordal
completion obtained by MDOC). Of particular note are the mug instances for
which the gap between the heuristic solution value and the optimal value can be
very substantial.

9 Conclusion

In conclusion, this paper introduces a Benders approach to the minimum chordal
completion problem. Computational results indicate that the approach is promis-
ing as the algorithm significantly outperforms a simple branch-and-bound algo-
rithm for the problem. In addition the paper reports that the gap between the
value obtained using a state-of-the-art heuristic and the formally unknown op-
timal solutions to random graphs and benchmark instances can be significant.
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