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Abstract

Advanced multiview video systems are able to generate intermediate viewpoints of a 3D scene.
To enable low complexity free view generation, texture and its associated depth are used as in-
put data for each viewpoint. To improve the coding efficiency of such content, view synthesis
prediction (VSP) is proposed to further reduce inter-view redundancy in addition to traditional
disparity compensated prediction (DCP). This paper describes and analyzes rate-distortion op-
timized VSP designs, which were adopted in the 3D extensions of both AVC and HEVC. In
particular, we propose a novel backward-VSP scheme using a derived disparity vector, as well
as efficient signaling methods in the context of AVC and HEVC. Additionally, we put forward
a novel depth-assisted motion vector prediction method to optimize the coding efficiency. A
thorough analysis of coding performance is provided using different VSP schemes and configu-
rations. Experimental results demonstrate average bit rate reductions of 2.5% and 1.2% in AVC
and HEVC coding frameworks, respectively, with up to 23.1% bit rate reduction for dependent
views.
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Abstract—Advanced multiview video systems are able to gen-
erate intermediate viewpoints of a 3D scene. To enable low
complexity free view generation, texture and its associated depth
are used as input data for each viewpoint. To improve the coding
efficiency of such content, view synthesis prediction (VSP)is
proposed to further reduce inter-view redundancy in addition to
traditional disparity compensated prediction (DCP). This paper
describes and analyzes rate-distortion optimized VSP designs,
which were adopted in the 3D extensions of both AVC and
HEVC. In particular, we propose a novel backward-VSP scheme
using a derived disparity vector, as well as efficient signalling
methods in the context of AVC and HEVC. Additionally, we
put forward a novel depth-assisted motion vector prediction
method to optimize the coding efficiency. A thorough analysis
of coding performance is provided using different VSP schemes
and configurations. Experimental results demonstrate average
bit rate reductions of 2.5% and 1.2% in AVC and HEVC coding
frameworks, respectively, with up to 23.1% bit rate reduction
for dependent views.

Index Terms—3D, video coding, depth, view synthesis predic-
tion

I. I NTRODUCTION

T HE past decade has witnessed an overwhelming pro-
liferation of 3D video applications for both the movie

industry and home entertainment due to rapid advancements
in 3D multimedia technologies. For example, IMAX movie
theaters [1] have gained a majority of 3D movie markets
worldwide and offer a premium user experience. In this
system, two separate images corresponding to the viewpoints
of each eye are projected on to a special silver-coated screen at
the same time. 3D glasses are used to separate the two images,
and then the human brain blends them together to create an
immersive 3D image sequence. In the consumer market, the
manufacturing cost of 3D displays has been reduced due to
improvements in LCD/LED manufacturing. As a result, 3D
displays with stereoscopic capabilities have become available,
and further advances will make multiview auto-stereoscopic
displays commercially viable in the near future. As 3D content
becomes more prevalent, the efficient compression, storageand
transmission are pressing and challenging needs.
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Fig. 1. Captured information from viewpoint 1 for sequence Balloons of
size 1024x768: (a) texture image; (b) depth image.

To improve the 3D video coding efficiency, multi-view
video coding (MVC) was developed as an important extension
of AVC [2]. In MVC, a scene of interest is assumed to be
captured through an array of densely placed time-synchronized
cameras, without any captured depth. Instead of encoding each
view separately, i.e., simulcast, MVC exploits the correlation
between different views using inter-view prediction [3][4]. Al-
though substantial rate savings can be achieved with MVC, the
bit rate and complexity will increase linearly with the number
of views. Also, there is no provision to enable generation
of intermediate views, which is needed for free viewpoint
applications or to generate the large number of views required
for an auto-stereoscopic display.

To address these needs, a multi-view plus depth (MVD)
data format, as shown in Fig. 1, is considered to facilitate in-
termediate view generation with low complexity. To represent
this input data format efficiently, new standardization devel-
opment efforts have been launched to assess and standardize
a coding framework along with associated coding tools. One
unique aspect of the evaluation process is that the quality of
intermediate views is considered in the evaluation of coding
efficiency. Extensions of both AVC and HEVC standards that
support depth are now being developed.

To further improve the coding efficiency of 3D video
coding system based on the MVD format, we propose a novel
coding scheme that utilizes the depth information to efficiently
code the texture data. The primary contribution of this paper
is a novel view synthesis prediction (VSP) coding scheme
that uses a derived disparity vector. This scheme has been
integrated into both AVC and HEVC coding frameworks and
realized using efficient signalling of the VSP coding modes.
Another key contribution of this paper is a novel depth-assisted
motion vector prediction technique to optimize the coding
efficiency. An in-depth analysis of coding performance of



2

Left View

View 1

Right View

View 5

Center View

View 3

Fig. 2. An example of the three view rendering case, including left, center
and right views.

different schemes and configurations is also provided.
The remainder of this paper is organized as follows. Sec-

tion II provides a brief review of related work, including an
introduction to principles and methods used to realize VSP.
Section III introduces different VSP architectures and our
proposed designs for both 3D-AVC and 3D-HEVC. A method
for generating a derived disparity vector is discussed, and
signalling aspects in both standardization frameworks arepre-
sented in this section. In Section IV, a depth-assisted motion
vector predictor is put forward to further improve the 3D
video coding efficiency. In Section V, extensive simulations
are conducted to evaluate the performance of the proposed
VSP schemes in each coding framework. Finally, concluding
remarks are given in Section VI.

II. RELATED WORK

A Joint Collaborative Team on 3D Video Coding (JCT-3V)
was formally established in July 2012 by ITU-T and ISO/IEC
to develop 3D video coding standards with more advanced
compression capability and support for synthesis of additional
perspective views; covering both AVC and HEVC based
extensions. In this paper, the 3D extensions of AVC will be
referred to as 3D-AVC, while the 3D extensions of HEVC will
be referred to as 3D-HEVC. For this development, the MVD
format was selected as the input data format representation, as
shown in Fig. 1 since it is able to facilitate intermediate view
generation using depth image-based rendering (DIBR) [5].
Typically, the MVD data format includes a selection of texture
videos and their corresponding depth captured in a time
synchronized manner from different viewpoints as shown in
Fig. 2. A receiver can choose appropriate reconstructed views
to interpolate the intermediate views of user’s interest accord-
ing to the geometric information conveyed in the reconstructed
depth components. From the coding perspective, the inclusion
of depth in addition to texture in the input data poses a new
challenge as more data needs to be coded. Interestingly, the
depth and the texture components have a mutually beneficial
relationship in that the depth can be used to provide a good
alternative prediction of the texture while the reconstructed
texture can serve as a good structural description of the depth.
Motivated by these two features, two categories of research

have been conducted to improve the overall coding efficiency
of MVD systems.

In the first category of research, depth data is coded with the
help of reconstructed texture data. While the depth data has
considerably different signal characteristics than the texture
data, it does exhibit some structural similarity to the corre-
sponding texture. For instance, an edge in the depth component
usually corresponds to an edge in the texture component.
However, a minor distortion of the depth value can result
in considerable distortion in the synthesized texture using
DIBR techniques. Such errors can be especially serious at
edge locations in the depth component [6]. To mitigate this
problem, advanced tools for coding depth to better preserve
edges in the depth component have been proposed, e.g., intra
prediction using wedgelet or contour partitions [7][8][9][10].
Furthermore, to exploit the similarity in motion characteristics
between the texture and depth, it has been proposed to inherit
motion from the corresponding texture component [9][11],
thus saving the overhead bits to encode motion for the depth.

In the second category of research, depth data is utilized
to provide an alternative disparity-compensated predictor in
addition to the traditional motion-compensated predictors.
Specifically, with the MVD data format, it becomes possible
to support the generation of intermediate views at the receiver
using DIBR, whereby intermediate views are generated by
using depth. While DIBR is typically used as a post-processing
step to generate intermediate synthesized views for outputand
display, it was proposed in [12] to utilize this technique to
provide an alternative non-translational pixel-based disparity-
compensated predictor for each block in the coding loop. This
in-loop technique is commonly referred to as view synthesis
prediction (VSP).

As such, 3D video coding with depth supports three pos-
sible predictors: traditional block-based MCP, block-based
translational DCP and the pixel-based non-translational VSP.
To realize VSP, it was proposed that a synthesized pic-
ture be added to the reference picture list before encoding
the current view [12][13][14]. [15] further proposed a rate-
distortion optimized VSP by incorporating a block-based depth
correction vector. A scalable enhancement view predictor is
also proposed in [16], where the base views and the residue
of enhancement views are encoded by a conventional video
coding process. In [17], a general VSP scheme has been
developed that extends the warping source from one view
to two views, and applies VSP to both texture and depth
components.

While prior work on this topic has shown promising results,
the level of performance and validation has not been sufficient
to be incorporated into any of the previously developed video
coding standards. Building on this earlier work, the following
section describes the details of our proposed designs for VSP,
which are able to realize notable and consistent gains in coding
efficiency. Additionally, the designs have become practical and
have been rigorously evaluated. As a result, the VSP concept
has been adopted into 3D extensions of both the AVC and
HEVC coding standards.
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Fig. 3. Geometric relationship in VSP using depth image-based rendering
(DIBR)

III. PROPOSEDVSP DESIGNS

In this section, two VSP designs are considered, each one
being suited to a particular coding architecture or constraint.
The first design uses depth from the reference view to perform
a forward warping operation, and is hence referred to as
forward VSP (FVSP), while the second design uses depth
of the current view to perform a pixel-based warping and is
referred to as backward VSP (BVSP).

Due to the inherent dependence on depth, the selection of
the FVSP or BVSP design highly depends on the coding order
of texture and depth components. When the depth component
is coded prior to its corresponding texture component, i.e.,
depth-first coding order, BVSP can be directly implemented.
In contrast, when the depth component is coded after its cor-
responding texture component, i.e., texture-first coding order,
only FVSP can be directly implemented.

In this section, we will briefly review and analyze these
two designs. Then, we propose a novel scheme to realize the
more implementation-friendly BVSP design with texture-first
coding [18], which is adopted in the 3D-HEVC standard.

A. Comparison of Forward and Backward VSP

In this subsection, we discuss the basic concept of VSP in a
3D video coding system with MVD as input. Two assumptions
are made: first, the cameras are placed in a 1D array and are
rectified; second, the object surface is a Lambertian surface,
that is, a point in the surface has identical intensity values
from different viewpoints. Under these two assumptions, VSP
synthesizes a virtual view from a reference view by applying
3D warping using depth information, and the synthesized view
is used as a predictor for the current view.

In 3D geometry, a pixelSr at a locationXr in the reference
picture corresponds to an object surface pointP as shown in
Fig. 3. Here we use the subscriptsr andc to indicate quantities
from the reference view and the current view respectively.
The depth valuedr associated withP has the following

relationship with the actual distance valueZ,

1

Z
=

dr

255
· (

1

Znear

−
1

Zfar

) +
1

Zfar

(1)

where Znear and Zfar are the smallest and largest actual
distance among all surface points captured by the camera.
Let P correspond to a pixelSc at a locationXc with depth
dc in the current frame (to be synthesized). Using triangular
similarity, the disparity value (horizontal displacement) D
betweenXr andXc should be

D = f · l/Z (2)

wheref is the common camera focal length of the reference
camera and the current camera andl is the baseline distance
between them. Therefore, in VSP, the surface pointP in the
3D scene is rendered at positionXc in the synthesized view
with

Xc = Xr − D (3)

And the pixel valueSr at Xr is copied toSc at Xc in the
synthesized view.

Sc(Xc) = Sr(Xr) (4)

In practice, there are two ways to implement VSP, which
depends on whetherdr is used (forward VSP) ordc is used
(backward VSP). Further details are described below.

With forward VSP, thedr values are used to compute
the disparity of each pixelSr and to warp each pixelSr

from the reference view to the current synthesized viewSc

using (2)-(4). After all reference pixels are warped, thereare
typically some vacant pixels, or holes, in the current view
without any assigned value, mainly due to object occlusion.
Typically, inpainting methods are used to fill the holes. As
only information of the reference view texture and depth are
used, the synthesized frame generated by FVSP can be stored
in the reference frame list in a hybrid video framework before
encoding the current view.

There are two main drawbacks of FVSP. Firstly, the hole
filling process requires hole pixel identification and value
assignment in a sequential order, because the processing ofone
pixel depends on its preceding pixel. And thus the hole filling
process requires additional memory for hole indication, condi-
tional checking for pixel availability, and irregular memory ac-
cess. All these can lead to irregular dataflow, broken pipeline,
higher memory requirements, and higher power consumption.
Parallel processing is not feasible due to the sequential pro-
cessing order of these operations. Secondly, FVSP generates
the entire synthesized frame non-discriminatively. Whilethis
is reasonable for the encoder as the encoder needs to try all
different prediction modes during the mode decision, it is a
waste of decoder computation to unnecessarily generate the
synthesized pixels for those blocks that do not choose VSP.

With backward VSP, as presented in [15], it is assumed that
the depth of the current viewdc is available and is used to
compute the disparityD of each pixelSc at Xc as shown
in Fig. 4. On finding the corresponding reference pixelSr at
locationXr = Xc +D in the reference view, it simply copies
Sr to Sc. As such, BVSP does not inherit the two drawbacks
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Fig. 4. An example of block based backward view synthesis prediction
(BVSP). Each pixel in the current block of sizeN ×M has a corresponding
reference pixel represented by disparity vector. Typically, the reference picture
denotes the base view while the current block is from the dependent view.

of FVSP in that each pixel can always find a reference pixel, so
there are no holes in the synthesized frame, and since there is
no hole filling, BVSP has significantly lower complexity than
FVSP. The BVSP design is amenable to parallel block-based
processing and can avoid generating unnecessary synthesis
blocks at the decoder.

It is evident that BVSP requires a depth-first coding order,
e.g., T0D0D1D2T1T2, where Ti and Di represent the texture
and depth respectively from theith view in the view coding
order, since the depth of the current view is needed when
coding the texture of the current view. As 3D-AVC supports
both texture-first and depth-first coding orders, both FVSP
and BVSP designs were studied and BVSP was finally being
chosen considering that it has a similar coding performance
as FVSP and facilitates a more practical design [21][22].

In contrast to 3D-AVC, 3D-HEVC currently assumes a
texture-first coding order, e.g. T0D0T1D1T2D2, which pro-
hibits BSVP from being directly applied. In order to support
VSP in the 3D-HEVC framework, we initially proposed an
FVSP design [23][24]; however, this was not adopted due to
the large decoder complexity increase. To reduce the additional
decoder complexity, we proposed a novel BVSP design using
derived disparity [18] for 3D-HEVC. This scheme showed
comparable coding gains relative to the FVSP design with
much lower complexity, and was adopted into the 3D-HEVC
working draft in January 2013.

B. BVSP with derived disparity

In this subsection, we propose a novel BVSP scheme with
derived disparity that estimates a current view depth blockdc

using the spatial correlation indc and the available reference
view depthdr, which is the major challenge of BVSP.

When the texture-first coding order prohibits the generation
of a BVSP reference, we apply two approximations to estimate
the depth of the current viewdc. The first approximation is
that we use the disparity vector of the neighboring block [19]
to approximate the disparity vector of the current block such
that a reference block can be localized with the disparity vector
pointing to the reference view, see Step 1 of Fig. 5. This

Reference texture picture Dependent texture picture

Reference depth picture
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DV from the 

neighboring block

Step 2

DV copied from the 

neighboring block

Depth block used 

for BVSP

Current block

Step 3

Backward 

warping

Fig. 5. Proposed BVSP using the disparity vector derived from the
neighboring blocks.

approximation is reasonable since the motion information1

of neighboring blocks bears close resemblance with that of
the current block, and it provides a good motion predictor in
existing video coding standards. The second approximationis
that we use the corresponding depth block in the reference
view as the estimated depth block for the current view, see
Step 2 of Fig. 5. The second approximation is valid when
different views are capturing the same scene and the cameras
are not too far away from each other. Given the estimated
depth block, BVSP can be implemented by fetching reference
pixels in the reference view as shown in Step 3 of Fig. 5.
Specifically, the per pixel depth value is converted to per
pixel disparity vector according to the geometric information
between two views using (1) and (2). With the pixel based
disparity vector, a reference pixel can be fetched from the
reference texture picture. And all the fetched reference pixels
form a VSP predictor for the current block. To limit the
complexity from per-pixel disparity compensation, a block
based BVSP is preferred, where a single disparity is converted
from a representative depth value for the whole block. The
block size used for BVSP has been refined from 4x4 [18] to
4x8/8x4 [25].

It is noted that we originally proposed the BVSP using
neighboring blocks in the texture first coding order in the
context of 3D-HEVC. At a later JCT3V meeting, the same
approach to support BVSP with texture first coding order was
adopted into 3D-AVC [20].

C. Efficient signalling of VSP modes in 3D-HEVC

In this subsection, to efficiently represent the proposed VSP
mode for each block (in either FVSP or BVSP), a VSP merge
candidate is proposed to be included in the merge candidate
list for both Skip and Merge modes in 3D-HEVC.

Recall that HEVC specifies Skip and Merge modes to
inherit the motion information from spatially or temporally

1Here the motion information includes both the temporal motion informa-
tion and the inter-view disparity information.
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Fig. 6. Merge Candidate List for 3D-HEVC. The difference between 3D-
HEVC and HEVC lies in the additional inter-view motion candidate derived
from neighboring view in 3D-HEVC as of HTM5.1.

neighboring blocks to form a motion merged region. In
particular, the motion information from spatial and temporal
neighboring blocks, as shown in Fig. 6, composes a merge
candidate list. In HEVC, each prediction unit (PU), if using
the Skip or Merge mode, transmits a merge index to indicate
the selection decision among the available merge candidates,
from which the motion information is inherited. For traditional
Inter mode (non-skip and non-merge mode), HEVC allows the
encoder to choose a motion vector predictor among several
motion vector predictor (MVP) candidates (similar definition
as the merge candidates), and then motion vector difference,
reference frame index, reference list and the predictor index
are coded as motion information in the bitstream.

Similar with HEVC, 3D-HEVC has three types of inter
modes for inter frame coding, namely Skip mode, Merge mode
and Inter mode. The key difference between 3D-HEVC and
HEVC lies in the addition of inter-view motion information
prediction [26][19] included in both the merge list and the
motion vector predictor list in 3D-HEVC. And the merge
list consists of up to six merge candidatesM = {mk|k =
0, 1, ..., 5} including spatial, temporal neighboring motion
vector predictors and the inter-view motion prediction.

To efficiently represent VSP, a VSP merge candidate is
proposed to be included in the merge candidate list with (0,0)
motion pointing to the synthetic reference block generated
by FVSP or BVSP. In other words, if the current block
chooses VSP, the synthetic reference block is directly used
as the compensated block. Note that the maximum number
of allowable merge candidates is proposed to be unchanged
as six. In other words, the first six available candidate (in a
predefined order) are used to constitute the merge candidate
list. Though, a single VSP merge candidate may be inserted
during the candidate construction process, it was adopted later
to allow more VSP merge candidates to be inherited from
neighboring blocks coded with VSP mode [27]. The inherited
VSP merge candidates would use the disparity vector carried
from its neighboring block to fetch the depth block and then
conduct VSP prediction.

At the encoder, the merge indexk is decided based on the
rate-distortion cost for each candidate

mk∗ = arg minmk
‖Xorg − Xpred(mk)‖2 + λ × R(mk) (5)

where Xorg and Xpred(mk) are the original signal and
compensated predictor using the motion predictor candidate

S t a r tS e t M B i n d e x = 0

U s e t h e d e r i v e dR e f I d x L X a n d m o t i o nv e c t o r ( X , Y ) t o d o t h ep r e d i c t i o nS e t m o t i o n v e c t o r( X , Y ) t o t h e z e r ov e c t o rS e t R e f I d x L X t o p o i n tt o t h e f i r s t s y n t h e t i cr e f e r e n c e p i c t u r e
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Fig. 7. Proposed VSP SKIP work flow in the context of 3D-AVC. Similar
work flows applies for VSP Direct mode.

mk. λ is a predefined Lagrangian multiplier depending on
Quantization ParameterQP . R stands for the number of bits
to code the block when using the merge candidatek.

D. Efficient signalling of VSP modes in 3D-AVC

In this subsection, we describe the efficient signalling of
Skip and Direct modes with respect to VSP references in
3D-AVC [28], which follows a similar concept of the VSP
merge candidate proposed in 3D-HEVC. Recall that in AVC,
there is a significant portion of macroblocks chosen as Skip
modes, where there is neither motion vector difference (MVD)
nor residue coefficients in P frames, and Direct modes, where
there is no MVD but residue coefficients in B frames. It is also
observed that the usage of Skip and Direct modes increases
with lower bit rate. Therefore, to more efficiently represent
the VSP Skip and Direct modes, concepts are inherited from
AVC Skip and Direct modes. The main difference is that
the predictor is obtained from the synthesized block and the
motion vector corresponding to a VSP reference picture is
assumed to be (0,0) as the geometric mapping results are
assumed to be well aligned with the current block. To signal
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the VSP Skip mode, the existing SKIP_Flag is used to differ-
entiate the Skip mode and non-Skip mode. If SKIP_Flag is 1,
an additional syntax SKIP_Type is employed to differentiate
VSP Skip and non-VSP Skip modes. A similar signalling is
applied to Direct modes in B frames using an additional syntax
element, DIRECT_Type. A typical work flow is shown in
Fig. 7. Note that the proposed signaling method is applicable
for both FVSP and BVSP. In BVSP, the synthetic reference
block is treated as if it was from a synthetic reference picture,
although there is no need to create a physical reference frame
buffer.

Compared with 3D-AVC, our proposed scheme adds one
additional macroblock (MB) level syntax (SKIP_Type) in the
bitstream. At the encoder, the SKIP_Type decision is made to
minimize the Lagrangian costJ as follows:

J = min
SKIP_Type={0,1}

[SSE(SKIP_Type) (6)

+λ × R(SKIP_Type)]

whereλ is the predefined Lagrangian multiplier in AVC,SSE
represents the reconstruction error, andR denotes the bits
to encode current MB including SKIP_Type. A similar cost
function is used for VSP Direct modes.

IV. PROPOSEDDEPTH-ASSISTED MOTION VECTOR

PREDICTOR FOR INTER-VIEW MOTION PREDICTION

In this section, we revisit traditional block-based motion
estimation (ME) in a rate distortion (RD) optimized video
coding framework and point out that the motion vector deci-
sion during ME depends not only on matching accuracy (the
distortion), but also on the rate to code the motion information.
To achieve the smallest possible RD cost, we propose a depth-
assisted motion vector predictor (MVP) and argue that when
the motion vector of the current block is chosen as the depth-
assisted MVP, the lower bound of the RD cost is achieved.

First, recall that in traditional block-based hybrid video
coding, ME is used to find a blockY of size N × M in
a reference frame that is similar to the current blockX of
size N × M . The relative displacement betweenX and Y
is represented by a two dimensional (vertical and horizontal)
displacement vector called motion vectorMV = (vx, vy).
Often, the optimalMV , or MVopt, in RD-optimized video
coding is theMV ∈ S that minimizes the following RD cost

C = SAD(MV ) + λR(MV − MV P ) (7)

where S is the motion vector candidate set,SAD is the
sum of absolute difference between the input block and
the predictor pointed byMV , MV P is the motion vector
predictor,R is the rate to encode the motion vector difference
and λ is a positive Lagrangian multiplier. Here, for simple
explanation, we assume that the other signaling costs, such
as reference frame index, reference list and motion vector
predictor index, are the same. And thus those signaling are
not included in (7). Also note thatC can be considered as
a function of bothMV and MV P . We note that both AVC
and HEVC use block-based translational motion-compensated
prediction to reduce inter frame redundancy and theMV is
always a block-based temporal motion vector. But 3D-HEVC

supports three kinds of predictors for the current block: block-
based translational motion compensated predictor, block-based
translational disparity-compensated predictor, and pixel-based
non-translational disparity-compensated predictor (VSP). The
search forMVopt mentioned above is applied to both kinds
of "block-based" predictors such that theMV can be a
block-based temporal motion vector or a block-based disparity
vector, and theS contains all possible block-based temporal
motion vectors and all possible block-based disparity vectors.

To reduce the neighboring block motion redundancy, there
are typically a number ofMV P candidates,MV Pk, for k =
1, 2, 3..., K, generated from neighboring inter coded blocks.
UsuallyR(.) is a non-negative convex function with the global
minimum achieved at zero. Therefore for eachMV Pk, the
minimum of the second termλR in (7) is achieved when
MV = MV Pk. In other words,

arg min
MV ∈S

[λ × R(MV − MV Pk)] = MV Pk (8)

Let MVSAD be the motion vector that achieves the minimum
of the first termSAD in (7) such that

MVSAD = arg min
MV ∈S

SAD(MV ) (9)

Note thatMVSAD does not depend on theMV Pk, andC ≥
SAD(MVSAD).

Suppose we have the freedom to choose theMV Pk def-
inition, and we chooseMV Pk′=MVSAD for one of thek,
with k = k′. Then theMV = MV Pk′ can simultaneously
minimize both the first termSAD and the second termλR
of (7). In fact, the second termλR will becomeλR(0) which
is the lower bound of the term. In other words, the choice of
MV Pk′=MVSAD andMV = MV Pk′ achieves the smallest
possible value forC among all the possibleMV Pk.

Note thatMV in (7) is a block-based motion vector. It is
restrictive in the sense that all pixels at any location(i, j)
within the current blockX must have the same motion vector
MV . If different pixels can have different motion vectors,
the minimum achievableC can perhaps be smaller. Here we
will take advantage of the third kind of predictor, pixel-based
non-translational disparity-compensated predictor (VSP), in an
attempt to achieve lowerC.

Let U be the collection of all the pixel-level motion vectors
MVi,j in the current block.

U = {MV0,0 , · · · , MVN,M} = {MVi,j}
N, M
i=1,j=1

(10)

Then findingMVopt that minimizes (7) is equivalent to finding
Uopt

Uopt = arg min
U∈SG

[SAD′(U) + λ × R′(U − UP )] (11)

whereUP is the collection of pixelwise predictors forU with
all pixelwise predictors being equal,R′ is the pixelwise rate,
SAD′ is the pixelwise SAD and the feasible setSG contains
only those candidatesU with all pixelwiseMV being equal.

Now, let us consider a more general case in which each
pixel (i, j) is allowed to have its own motion vectorMVi,j (i.e.
disparity vector in the case of VSP, which will be discussed
in the following). Then we defineUopt as that in (11) except
that we defineSG to be all candidate collections of disparity
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vectors andUP to be the set of disparity predictors. Note that
the components ofSG andUP do not need to be equal. Similar
to the past, we assumeR′(U − UP ) to be a non-negative
function which is convex with respect to each component, with
minimum achieved when(U − UP ) = 0.

Let USAD be the collection of pixelwise disparity vectors
that achieves minimumSAD′. In other words,

USAD = arg min
U∈SG

SAD′(U) (12)

Suppose we have the freedom to choose theUP definition,
and we chooseUP = USAD. Then the U = UP can
simultaneously minimize both the first termSAD′ and the
second termλR′ of (11) overU . In fact, the second termλR′

will becomeλR′(0) which is the lower bound ofλR′(.). In
other words, the choice ofUP = USAD andU = UP achieves
the smallest possible value of (11) among all the possibleUP .

In the following, we argue that when we use the depth
information to generateUP and chooseU = UP in VSP,
the global minimumC is indeed achievable under certain
assumptions.

In particular, we make three assumptions: the depth is of
high accuracy; the object surface is a Lambertian surface; and
there is no occlusion effect for the current block. Under these
assumptions, when we convert each pixel’s depthDepi,j to
its disparity vectorDisi,j = (vi,j

x , vi,j
y ) in VSP, a reference

pixel is located from the inter-view reference picture as a
perfect match with the current pixel in terms ofzero absolute
difference. Thus, when we chooseUP = {Disi,j}

N, M
i=1,j=1

, UP

minimizes theSAD′ as follows

min
U∈SG

SAD′(U) = SAD′(UP ) = 0 (13)

And (13) is equivalent to (14) as

UP = USAD (14)

Thus the choice ofUP = {Disi,j}
N, M
i=1,j=1

, and U = UP

achieves the lower bound of (11) with a corresponding cost
0 + λR′(0). Since SAD′ and λR′ are both non-negative,
0 + λR′(0) is a global minimum. In other words, when
we use the per pixel disparity as the per pixel disparity
vector predictor, and the VSP predictor as the pixel-based
non-translational disparity compensated predictor, the global
minimum ME cost is achieved among all the three kinds of
predictors mentioned above.

Motivated by the superior RD property of VSP, we propose
to use {Disi,j}

N, M
i=1,j=1

to generate a representative block-
based disparity vector predictorMV P , for those blocks using
block-based translational disparity compensated prediction,
such thatUP = {{MV Pi,j}

N, M
i=1,j=1

|MV Pi,j = MV P} is
a good approximation of{Disi,j}

N, M
i=1,j=1

. And the generation
process is formulated as

MV P = f({Disi,j}
N, M
i=1,j=1

) (15)

where the functionf(·) can be any function generating
one MV P , i.e., max(·), mean(·), min(·) and etc. Usually,
max(·) is used because it can capture the foreground object
disparity very well and the background matching error tends
to be small when assuming the background is smooth, which

is usually the case. As such,max(·) is selected as a function
to generate a representative disparity for each block.

Compared with traditionalMV P , the depth-assistedMV P
is not decided according to the RD criteria, but rather derived
directly from the geometric information conveyed in the depth.
In case of the VSP mode, the depth-assistedMV P can achieve
the lower bound of the RD cost. What is more, the depth-
assistedMV P does not require additional overhead, as it can
be derived from the coded depth block. Therefore, the depth-
assistedMV P (block or pixel based) is free to be utilized
at both the encoder and decoder. And the depth-assisted MVP
process is used in both Merge mode and traditional inter mode
(AMVP) during motion vector prediction.

It is worth mentioning that a similar approach called depth-
oriented neighboring block disparity vector (DoNBDV) [29]
is developed independently from VSP to improve the motion
vector predictor accuracy. The major difference between these
two techniques is that the original DoNBDV proposed in [29]
provides a refined MVP for a conventional interview block
only, while our depth-assisted MVP targets to harmonize the
interactions between the VSP mode (a new interview mode)
and the conventional interview mode. In other words, with
depth-assisted MVP, we propose to derive a proper MVP from
a neighboring VSP coded block for the current block when
it is coded either in VSP mode or conventional interview
mode. Without the depth-assisted MVP we have to disable the
MVP from neighboring VSP blocks, and it would degrade the
performance of both traditional interview block and VSP block
due to poor MVP prediction. So, the final adopted DoNBDV
in 3D-HEVC is actually a combination of depth-assisted MVP
[18] and the original DoNBDV in [29].

V. EXPERIMENTAL RESULTS

This section describes the experimental results using the
proposed VSP schemes in both 3D-AVC and 3D-HEVC test
models. Simulations were performed under the common test
conditions defined by JCT-3V in [30] where the test set
includes 7 video sequences of size 1024×768 and 1920×1088
with the MVD data format. Variations of VSP are discussed
and compared objectively followed by a VSP usage analysis
for both 3D-AVC and 3D-HEVC. Finally, a complexity com-
parison is conducted to evaluate different VSP schemes on
3D-AVC and 3D-HEVC platforms.

A. VSP and its efficient signalling in 3D-AVC

Generally speaking, 3D-AVC inherits the basic hybrid pre-
dictive video coding structure of AVC. In the development
of 3D-AVC, a hierarchical B coding structure is used to
exploit the temporal inter-frame redundancy while IPP coding
structure is used to exploit the inter-view redundancy as shown
in Fig. 8. Specifically, at each time instance, there are three
views, including a center view, a left view and a right view.
Since the center view is near to both left and right views, it
is coded first (usually called base view), as it tends to provide
a good reference for both the other two views (usually called
dependent views). To independently decode the base view, the
base view can only refer to the previously coded base views as
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I bBbBb PbB
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View 1
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View 2

Fig. 8. An example of the three view coding structure

reference. The dependent view can refer to both the previously
coded base view and its previously coded temporal frames as
reference.

Recall that each view point consists of a texture component
and a depth component. In the standardization work of 3D-
AVC, T0D0D1D2T1T2 coding order is used, where Ti and Di

are the texture and depth components respectively from theith

view. For example, for theBalloons test sequence, the view
coding order 0->1->2 corresponds to view3->view1->view5
(center->left->right). With this coding order, the texture from
the base view and the depth from all views are available prior
to the coding of the dependent view textures T1 and T2 and
BVSP is applied [21][22] in ATM6.0 to both T1 and T2 within
the same time instance.

To efficiently represent the VSP mode, we apply the pro-
posed VSP design for Skip and Direct modes at the mac-
roblock (MB) level; as described earlier, this is similar tothe
traditional Skip and Direct modes except that the predictors
are generated from the BVSP process. The proposed VSP
scheme has been accepted into the 3D-AVC reference software
ATM6.0 [31]. To test the proposed VSP design, we turn
VSP off in ATM6.0 and use it as “anchor”. We repeat the
experiment with VSP on in ATM6.0 and call it “VSP”. We
test the proposed VSP with four quantization parameters (QP)
{26, 31, 36, 41} for the base view, where the same QP is used
for texture and depth.

The Bjontegaard delta bitrate (BD-BR) [32] is used as
the objective evaluation for the coding performance, with a
negative value indicating the relative bitrate reduction com-
pared with the anchor. Simulation results are shown in Ta-
ble I, where “video 0” indicates the coding performance of
the base view; “video 1” and “video2” indicate the coding
performance of two dependent views respectively; “video
PSNR vs. video bitrate” indicates the coding performance
of three coded textures; “video PSNR vs. total bitrate” in-
dicates the coding performance of coded textures over total
bitrate (depth+texture); and “synthesis PSNR vs. total bitrate”
indicates the coding performance of synthesized views over
total bitrate. ForBalloons, the view coding order 0->1->2
corresponds to view3->view1->view5, and the six generated
intermediate views forBalloonsare views 1.5, 2, 2.5, 3.5, 4
and 4.5.

In Table I, 2.5% bitrate reduction for coded views and 2.3%

TABLE I
RD PERFORMANCE WITHOUTVSP SKIP/DIRECT AGAINST ANCHOR

video 0 video 1 video 2

video PSNR / 

video bitrate

video PSNR / 

total bitrate

synth PSNR / 

total bitrate enc time dec time

Balloons 0.0% -7.3% -7.3% -1.8% -1.5% -2.1% 117.3% 114.6%

Kendo 0.0% -7.8% -8.4% -2.4% -1.7% -2.4% 108.8% 112.5%

Newspaper_CC 0.0% -2.7% -2.3% -0.6% -0.5% -0.7% 107.0% 107.6%

GT_Fly 0.0% -23.1% -21.5% -5.3% -5.0% -4.3% 106.0% 112.1%

Poznan_Hall2 0.0% -3.1% -4.0% -1.1% -1.0% -1.2% 113.0% 105.7%

Poznan_Street 0.0% -13.2% -11.2% -3.3% -3.0% -2.7% 107.8% 110.9%

Undo_Dancer 0.0% -11.5% -9.9% -2.9% -2.6% -2.6% 110.4% 103.9%

1024x768 0.0% -5.9% -6.0% -1.6% -1.2% -1.7% 111.1% 111.6%

1920x1088 0.0% -12.7% -11.6% -3.2% -2.9% -2.7% 109.3% 108.1%

average 0.0% -9.8% -9.2% -2.5% -2.2% -2.3% 110.1% 109.6%

bitrate reduction for synthesized views are achieved when
turning on the proposed VSP Skip and Direct modes. And
there is up to 23.1% bitrate reduction for dependent views.
Table I also demonstrates that the proposed VSP scheme incurs
10% encoder/decoder complexity increase compared with the
anchor.

To further improve the signaling of the VSP SKIP_Type
flag, a neighboring context-based skip flag position method is
proposed in [33]. The basic idea is that if both the top and left
neighboring MBs use VSP Skip, SKIP_Type is firstly coded
to indicate whether it is VSP Skip, and then is followed by
Skip flag to indicate whether it is Skip coded. Doing so would
reduce the overhead bits to indicate VSP Skip from two bins
to one if neighboring MBs use VSP Skip and the current MB
does too. It is reported that additional 0.82% and 1.06% bitrate
reduction is achieved for coded views and synthesized views
respectively.

From experiments, it is found that a large percentage of MBs
tend to choose VSP modes in anchor frames (the dependent
views whose base view is coded as intra frame in a group
of pictures (GOP)). Motivated by this phenomena, we also
proposed a flexible frame level VSP scheme by enabling or
disabling the VSP mode according to the frame type. When
enabling VSP on the anchor frame only, there is on average
0.74%, and 0.67% bitrate reduction achieved for coded views
and synthesized views respectively. Although the coding gain
of VSP is reduced when it is applied only on anchor frames,
the encoding/decoding complexity is reduced and becomes
comparable with the anchor in terms of run time.

B. FVSP for 3D-HEVC

In general, 3D-HEVC inherits the basic hybrid predictive
video coding structure of HEVC, but it allows inter-view
and inter-component (depth-texture) prediction. In the de-
velopment of 3D-HEVC, the same coding structure as that
of 3D-AVC is used as shown in Fig. 8. However, in 3D-
HEVC, a different coding order is currently assumed, i.e.,
T0D0T1D1T2D2, where the texture component is coded prior
to its depth component for each view at each time instance.
With this coding order, T0 and D0 are available when coding
T1/D1 or T2/D2. In this case, we propose to apply FVSP by
warping the reconstructed base view̃T0 to the dependent view
T1 or T2 using reconstructed base view depth̃D0. And the
proposed FVSP scheme is summarized as follows:

• Code base view texture T0 and depth D0
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TABLE II
RD PERFORMANCE OF REFERENCE FRAMEFVSPBASED ON HTM5.1

video 0 video 1 video 2

video PSNR / 

video bitrate

video PSNR / 

total bitrate

synth PSNR / 

total bitrate enc time dec time

Balloons 0.0% 0.3% 2.1% 0.6% 0.6% 0.5% 111.4% 189.8%

Kendo 0.0% 0.5% 1.2% 0.4% 0.5% 0.4% 115.1% 197.8%

Newspaper_CC 0.0% 1.4% 1.6% 0.6% 0.6% 0.8% 118.7% 215.6%

GT_Fly 0.0% -6.0% -6.4% -1.6% -1.5% -1.5% 106.0% 190.1%

Poznan_Hall2 0.0% -0.4% 0.3% 0.1% 0.2% 0.0% 98.1% 174.9%

Poznan_Street 0.0% -2.1% -2.0% -0.6% -0.5% -0.4% 103.8% 200.4%

Undo_Dancer 0.0% -13.2% -12.3% -3.5% -3.5% -3.1% 111.2% 201.5%

1024x768 0.0% 0.7% 1.6% 0.6% 0.6% 0.5% 115.0% 201.1%

1920x1088 0.0% -5.4% -5.1% -1.4% -1.3% -1.2% 104.8% 191.7%

average 0.0% -2.8% -2.2% -0.6% -0.5% -0.5% 109.2% 195.7%

TABLE III
RD PERFORMANCE OFFVSPBASED ON HTM5.1

video 0 video 1 video 2

video PSNR / 

video bitrate

video PSNR / 

total bitrate

synth PSNR / 

total bitrate enc time dec time

Balloons 0.0% 0.0% 2.0% 0.6% 0.5% 0.4% 102.6% 183.4%

Kendo 0.0% 0.3% 0.9% 0.4% 0.4% 0.2% 102.0% 183.4%

Newspaper_CC 0.0% 1.4% 1.5% 0.6% 0.6% 0.6% 105.7% 201.4%

GT_Fly 0.0% -7.0% -7.8% -1.8% -1.8% -2.2% 101.8% 192.8%

Poznan_Hall2 0.0% -0.3% 0.0% 0.1% 0.2% -0.3% 97.8% 181.9%

Poznan_Street 0.0% -3.0% -2.4% -0.7% -0.7% -0.6% 103.7% 208.3%

Undo_Dancer 0.0% -13.7% -12.8% -3.6% -3.6% -3.2% 98.2% 185.3%

1024x768 0.0% 0.6% 1.5% 0.5% 0.5% 0.4% 103.4% 189.4%

1920x1088 0.0% -6.0% -5.7% -1.5% -1.5% -1.5% 100.4% 192.0%

average 0.0% -3.2% -2.6% -0.6% -0.6% -0.7% 101.7% 190.9%

• Warp the reconstructed base view̃T0 to the dependent
target views using the reconstructed depth̃D0 of the base
view

• Set the warped view as a reference frame in DPB when
coding the dependent views

Similar procedures are applied to the depth component in
our proposed FVSP. The proposed scheme is implemented
on top of the 3D-HEVC reference software HTM5.1[34]
and tested using four QPs {25, 30, 35, 40} for the base
view texture. Simulation results are shown in Table II, which
indicates that the proposed FVSP scheme with an additional
synthesized reference frame provides 2.8% bitrate reduction on
average for the dependent view 1 and 2.2% bitrate reduction on
average for the dependent view 2, and 0.5% bitrate reduction
for synthesized views is achieved. As a matter of fact, the
performance is limited since the VSP mode is only initiated
from the traditional inter mode (where reference frame index,
prediction direction, and MVD are transmitted), rather than
Skip or Merge modes. When the VSP merge candidate is
inserted in the merge candidate list for Skip and Merge modes,
3.2% and 2.6% bitrate reduction are achieved for dependent
view 1 and 2. For synthesized views, 0.7% bitrate reduction
is obtained as shown in Table III.

Note that the results mentioned above are obtained when
the proposed FVSP scheme is applied to both texture and
depth. When it is applied to texture only, the simulation
results are shown in Table IV. Comparing Table III and Table
IV, we conclude that applying VSP on texture benefits the
coding performance of both coded and synthesized views, and
applying VSP on depth would further improve the synthesized
view quality.

Next, we study the VSP usage for different test sequences.
Fig. 9(a) illustrates the VSP usage for the test sequence
PoznanStreet of size 1920×1088 for the dependent view 1
at the anchor frame (base view intra coded). And Fig. 9(b)

TABLE IV
RD PERFORMANCE OF TEXTURE ONLYFVSPBASED ON HTM5.1

video 0 video 1 video 2

video PSNR / 

video bitrate

video PSNR / 

total bitrate

synth PSNR / 

total bitrate enc time dec time

Balloons 0.0% 0.0% 1.8% 0.5% 0.5% 0.6% 104.7% 169.0%

Kendo 0.0% 0.1% 0.6% 0.3% 0.3% 0.5% 105.0% 180.8%

Newspaper_CC 0.0% 1.4% 1.6% 0.7% 0.8% 0.6% 106.5% 156.5%

GT_Fly 0.0% -7.3% -7.8% -1.9% -1.9% -1.5% 103.0% 159.5%

Poznan_Hall2 0.0% -0.7% 0.3% 0.1% 0.1% 0.3% 104.4% 168.2%

Poznan_Street 0.0% -2.9% -2.7% -0.8% -0.8% -0.5% 104.2% 164.4%

Undo_Dancer 0.0% -14.2% -13.4% -3.8% -3.7% -3.2% 105.1% 165.6%

1024x768 0.0% 0.5% 1.4% 0.5% 0.5% 0.6% 105.4% 168.8%

1920x1088 0.0% -6.3% -5.9% -1.6% -1.6% -1.2% 104.2% 164.4%

average 0.0% -3.4% -2.8% -0.7% -0.7% -0.5% 104.7% 166.3%

illustrates the VSP usage for dependent view 2 at the anchor
frame. It is observed that VSP is chosen in around 20%-
30% area within the picture. Generally, VSP modes are more
frequently chosen in the anchor frame than in the non-anchor
frames. This suggests that although VSP is quite efficient inthe
anchor frame competing with translational block-based DCP, it
is relatively less efficient in the non-anchor frames competing
with both translational block-based MCP and DCP.

Another observation is that the VSP mode tends to be more
frequently used in smooth regions than in the edge regions.
The reason is that when the depth used in VSP is of low
accuracy, the pixel correspondence is not reliable and thusthe
VSP predictor relying on the pixel correspondence tends to be
of low quality, especially for the edge and occlusion regions,
resulting in a large residue. Therefore, accurate depth is highly
desirable in establishing a correct pixel correspondence in
VSP. Among different video sequences, VSP modes are more
likely to be chosen when the depth is obtained with high
accuracy. For instance, for the sequenceUndoDancer, the
depth is obtained through the computer animation method,
which possesses high accuracy and accurate alignment with
the texture content. With the accurate depth,UndoDancerhas
the most frequent usage 45% of VSP modes among all the
test sequences and it benefits the most from VSP modes with
14.2% bitrate reduction for dependent view 1.

Although the frame based FVSP improves the coding
efficiency of 3D-HEVC, it entails the hole filling process,
which is data dependent and thus irregular for data access
and hardware implementation. In addition, FVSP requires
the entire synthesized picture to be generated at the decoder
regardless of the usage of VSP mode for each block. In an
extreme case, there is no block chosen as VSP while the
entire synthesized frame is generated. This undoubtedly poses
unnecessary computation complexity for the decoder as shown
in Table III.

C. BVSP in 3D-HEVC

To reduce the FVSP complexity and support the texture first
coding order of 3D-HEVC, BVSP is proposed in Section III-B
and implemented on top of HTM5.1. As discussed earlier in
Section III-B, BVSP is realized by incorporating a VSP merge
candidate (referring to a synthetic block with a displacement
vector (0,0)) in the merge candidate list.

Note that in HTM5.1, the merge list is constructed in
a predefined order, e.g., Inter-view, A1, B1, B0, A0, B2
and temporal right down block RB (collocated if RB is not
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(a) (b)

Fig. 9. The usage of Prediction Unit (PU) chosen as VSP for HTM5.1 with VSP Skip/Merge candidates. The shaded area represents the VSP PUs. The white
square represents the Coding Unit (CU) partition. (a) The usage of VSP PUs for PoznanStreet dependent view 1, (b) The usage of VSP PUs for PoznanStreet
dependent view 2.

TABLE V
RD PERFORMANCE OFBVSPWITH THE VSPMERGE CANDIDATE BASED

ON HTM5.1.

video 0 video 1 video 2

video PSNR / 

video bitrate

video PSNR / 

total bitrate

synth PSNR / 

total bitrate enc time dec time

Balloons 0.0% -1.3% -0.2% -0.2% -0.1% -0.2% 111.2% 115.1%

Kendo 0.0% -0.8% -0.5% -0.1% -0.1% -0.3% 108.9% 106.6%

Newspaper_CC 0.0% -0.3% -0.2% -0.1% -0.1% -0.2% 107.3% 107.8%

GT_Fly 0.0% -8.3% -7.9% -2.1% -1.9% -1.5% 104.3% 107.5%

Poznan_Hall2 0.0% -0.8% -0.9% -0.3% -0.2% -0.3% 100.3% 93.6%

Poznan_Street 0.0% -2.5% -2.1% -0.6% -0.5% -0.5% 108.7% 103.1%

Undo_Dancer 0.0% -12.2% -10.4% -3.3% -3.0% -2.4% 98.6% 99.9%

1024x768 0.0% -0.8% -0.3% -0.1% -0.1% -0.2% 109.2% 109.8%

1920x1088 0.0% -6.0% -5.3% -1.6% -1.4% -1.2% 103.0% 101.0%

average 0.0% -3.8% -3.2% -1.0% -0.8% -0.8% 105.6% 104.8%

available). The insertion of the VSP candidate can be arranged
at different positions in the list, resulting in different merge
lists. Unary code is used to represent the selected index in
the bitstream. Typically, placing a candidate at the beginning
of the list would use shorter codewords, and vice versa. In
our experiments, we find that a higher coding gain is obtained
for sequences with a higher VSP usage (e.g.UndoDancer),
and vice versa. Also, setting the VSP candidate right after
B2 provides the most coding gain on average. Therefore,
we choose the VSP candidate position right after B2 in our
proposed BVSP scheme. Although the VSP candidate is added
in the list, it should be noted that the maximum number of
candidates is kept unchanged as six in our proposed design.
In other words, if the number of available candidates exceeds
six, only the first six candidates are used. If the number of
available candidates do not reach six, generated candidates
or (0,0) are filled for the remaining candidates. The design
of fixing the maximum candidate size would remove the
parsing dependency as no list construction is needed duringthe
syntax parsing process. Table V shows that the proposed BVSP
scheme with the inserted VSP merge candidate provides 1.0%
bitrate reduction on average for coded video, 0.8% bitrate
reduction on average for coded video vs. total bitrate, and
0.8% bitrate reduction on average for synthesized views.

Recall that in Section IV, a depth block from the current
view is used to derive the proposed depth-assisted MVP.
However, the current view depth is not available when coding
the current view texture in the texture first coding order of
3D-HEVC. To solve this problem, in our implementation,
the depth block is estimated similarly as done in BVSP

TABLE VI
RD PERFORMANCE OFBVSPWITH VSPMERGE CANDIDATE AND

DEPTH-ASSISTEDMVP BASED ON HTM5.1.

video 0 video 1 video 2

video PSNR / 

video bitrate

video PSNR / 

total bitrate

synth PSNR / 

total bitrate enc time dec time

Balloons 0.0% -1.5% -0.9% -0.4% -0.3% -0.5% 100.3% 103.0%

Kendo 0.0% -1.6% -1.9% -0.6% -0.5% -0.6% 100.5% 101.9%

Newspaper_CC 0.0% -0.6% -0.9% -0.2% -0.2% -0.3% 102.1% 101.2%

GT_Fly 0.0% -8.9% -8.7% -2.4% -2.2% -1.7% 96.4% 102.0%

Poznan_Hall2 0.0% -0.4% -2.8% -0.6% -0.5% -0.6% 100.9% 101.1%

Poznan_Street 0.0% -3.0% -3.2% -1.0% -0.9% -0.8% 100.3% 102.5%

Undo_Dancer 0.0% -12.4% -11.0% -3.4% -3.1% -2.5% 105.3% 111.4%

1024x768 0.0% -1.2% -1.2% -0.4% -0.3% -0.5% 101.0% 102.0%

1920x1088 0.0% -6.2% -6.4% -1.8% -1.7% -1.4% 100.7% 104.3%

average 0.0% -4.1% -4.2% -1.2% -1.1% -1.0% 100.8% 103.3%

Step 1, where a neighboring block disparity vector is used
to locate a reference depth block in the base view and the
located depth block is assumed as a good approximation of
the current depth block. Given the depth block, the per pixel
depth value is converted to the per pixel disparity using a
look-up table initialized with the given camera parameters.
And the converted per pixel disparity is used as MVP, which
we call it depth-assisted MVP in the following. In case the
block is using the VSP mode, the depth-assisted MVP is
not only used at per pixel disparity vector predictor but also
used as the compensation vector. In case the block is using
block-based translational DCP, a block-based disparity vector
is generated from the per pixel depth-assisted MVP, where
we select the disparity vector of the maximum depth value as
the representative disparity vector for the current block.And
the generated disparity vector replaces the neighboring block
disparity vector (with which the depth block is fetched) as
the MVP for the current block. The proposed depth-assisted
MVP scheme is also implemented on top of HTM5.1. When
the depth-assisted MVP is combined with the BVSP scheme,
additional 0.2% bitrate reduction is achieved for coded video
and synthesized video respectively as shown in Table VI.

Note that the coding gain in Table VI is obtained by apply-
ing the VSP scheme to both texture and depth. To investigate
coding gain contribution from each component, Table VII
shows 0.9% bitrate reduction achieved for synthesized video
when the proposed VSP scheme is applied to texture only.
Comparing Table VII and VI, we conclude that applying VSP
to the texture component only achieves the majority coding
gain.
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TABLE VII
RD PERFORMANCE OFBVSPWITH VSPMERGE CANDIDATE AND

DEPTH-ASSISTEDMVP APPLIED ON TEXTURE ONLY BASED ONHTM5.1.

video 0 video 1 video 2

video PSNR / 

video bitrate

video PSNR / 

total bitrate

synth PSNR / 

total bitrate enc time dec time

Balloons 0.0% -1.5% -0.9% -0.4% -0.3% -0.4% 106.5% 128.6%

Kendo 0.0% -1.6% -1.9% -0.6% -0.4% -0.5% 101.3% 103.3%

Newspaper_CC 0.0% -0.6% -0.9% -0.2% -0.2% -0.3% 103.8% 103.9%

GT_Fly 0.0% -8.9% -8.7% -2.4% -2.2% -1.7% 101.2% 111.4%

Poznan_Hall2 0.0% -0.4% -2.8% -0.6% -0.5% -0.5% 98.4% 96.2%

Poznan_Street 0.0% -3.0% -3.2% -1.0% -0.9% -0.7% 105.7% 102.9%

Undo_Dancer 0.0% -12.4% -11.0% -3.4% -3.1% -2.5% 98.3% 102.4%

1024x768 0.0% -1.2% -1.2% -0.4% -0.3% -0.4% 103.9% 111.9%

1920x1088 0.0% -6.2% -6.4% -1.8% -1.7% -1.4% 100.9% 103.2%

average 0.0% -4.1% -4.2% -1.2% -1.1% -0.9% 102.2% 107.0%

Recall that in our proposed BVSP scheme, each pixel has
its own disparity vector. In most cases, the disparity vectors
within a block are similar because the pixels within the block
are quite near to each other and often represent the same
object with similar depth values. To reduce the number of
disparity vectors for a block during compensation, a sub-block
based disparity vector is proposed in our BVSP. For example,
when 4×4 sub-block is used, for a 16×8 PU, eight disparity
vectors are used during the compensation process. Typically
when the sub-block size increases, the improvement brought
by BVSP is reduced. In other words, reducing the disparity
number per prediction unit would generally dilute the coding
gain of VSP. Fig. 10 demonstrates the trend when constraining
the sub-block size to 4x4, 2x2 and 1x1 in BVSP. It is found
that although the coding gain is reduced from 1x1 to 4x4 sub-
block BVSP, 4x4 sub-block BVSP maintains the majority gain.
Thus the 4x4 sub-block BVSP scheme has been adopted into
the 3D-HEVC standard [18].

Later, to further reduce the compensation complexity, the
sub-block VSP in the latest 3D-HEVC (HTM 9.0) is now only
operated in 4×8 or 8×4 mode [25]. It is worth mentioning
that the proposed sub-block VSP in [25] has negligible coding
loss compared with 4×4 VSP [18]. The BVSP scheme with
depth-assisted MVP on HTM 9.0 shows similar performance
as that on HTM 5.1 (1.3% bitrate reduction for video PSNR
vs. video bitrate, 1.2% bitrate reduction for video PSNR vs.
total bitrate, and 1.0% bitrate reduction for synthesis PSNR
vs. total bitrate). In addition, to support IBP interview coding
structure, we proposed a way to generalize the BVSP scheme
by referring to different reference pictures according to the
derived disparity from neighboring blocks [35], which was
adopted in the 3D-HEVC standard.

D. Complexity

On the complexity, the proposed BVSP scheme has com-
parable encoder and decoder complexity with the anchor in
terms of run time. The proposed FVSP for 3D-HEVC has
comparable encoder complexity but relatively large decoder
complexity: an additional 90.9% decoding time when FVSP
is applied to both texture and depth, and an additional 66.3%
decoding time when FVSP is applied to texture only. With
regards to 3D-AVC, since it is based on BVSP, the proposed
VSP Skip and Direct modes have comparable encoder and
decoder complexity as expected. In summary, FVSP-based and
BVSP-based VSP schemes have similar coding gain; however,
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Fig. 10. Coding gain of BVSP with different sub-block sizes.(%)

the BVSP-based VSP scheme has much lower decoder com-
plexity. Therefore, the BVSP design strikes a better trade-off
between the coding gain and complexity.

VI. CONCLUSION

In this paper, we considered several 3D coding designs
that utilize view synthesis prediction to improve the coding
efficiency of multiview plus depth data formats. A novel
backward-VSP scheme that uses a derived disparity vector
was proposed, and efficient signalling methods have been
presented. Our proposed approaches have been adopted into
3D extensions of both the AVC and HEVC standards. Ad-
ditionally, we derived mathematical expressions of the RD
property associated with VSP in an RD optimized video
coding framework, which motivated the development of a
novel depth-assisted motion vector prediction scheme. Ex-
tensive experiments have been conducted to demonstrate the
notable coding efficiency gains of the different VSP schemes
in different codec designs.
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