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Abstract

Advanced multiview video systems are able to generate intermediate viewpoints of a 3D scene.
To enable low complexity free view generation, texture and its associated depth are used as in-
put data for each viewpoint. To improve the coding efficiency of such content, view synthesis
prediction (VSP) is proposed to further reduce inter-view redundancy in addition to traditional
disparity compensated prediction (DCP). This paper describes and analyzes rate-distortion op-
timized VSP designs, which were adopted in the 3D extensions of both AVC and HEVC. In
particular, we propose a novel backward-VSP scheme using a derived disparity vector, as well
as efficient signaling methods in the context of AVC and HEVC. Additionally, we put forward
a novel depth-assisted motion vector prediction method to optimize the coding efficiency. A
thorough analysis of coding performance is provided using different VSP schemes and configu-
rations. Experimental results demonstrate average bit rate reductions of 2.5% and 1.2% in AVC
and HEVC coding frameworks, respectively, with up to 23.1% bit rate reduction for dependent
views.
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Abstract—Advanced multiview video systems are able to gen-
erate intermediate viewpoints of a 3D scene. To enable low
complexity free view generation, texture and its associatedepth
are used as input data for each viewpoint. To improve the codig
efficiency of such content, view synthesis prediction (VSPs
proposed to further reduce inter-view redundancy in addition to
traditional disparity compensated prediction (DCP). This paper
describes and analyzes rate-distortion optimized VSP degis, I
which were adopted in the 3D extensions of both AVC and
HEVC. In particular, we propose a novel backward-VSP scheme
using a derived disparity vector, as well as efficient signiihg

(b)

methods in the context of AVC and HEVC. Additionally, we Fig. 1. Captured information from viewpoint 1 for sequencall@®ns of

put forward a novel depth-assisted motion vector predictin SZ€ 1024x768: (a) texture image; (b) depth image.

method to optimize the coding efficiency. A thorough analysi

of coding performance is provided using different VSP schems

s,’:d ;:onfigurz;tions. fszgsrim%”tlalzc;@“"fvgemg”sg%tg av(?ge To improve the 3D video coding efficiency, multi-view
frlarrnae\(/?vgraksu,Crleosn;egtivély,oviirt]h ui:) t(())IZS.l% abnit rate reggctlig% video coding (MVC) was develOpe,d asan i-mportant extension
for dependent views. of AVC [2]. In MVC, a scene of interest is assumed to be
captured through an array of densely placed time-synchedni
cameras, without any captured depth. Instead of encoditiy ea
view separately, i.e., simulcast, MVC exploits the cortiela
between different views using inter-view prediction [3][Al-

. INTRODUCTION though substantial rate savings can be achieved with MME, th

HE past decade has witnessed an overwhelming pl%'E rgte and complexny_wnl Increase linearly with the nuenb_
of views. Also, there is no provision to enable generation

liferation of 3D video applications for both the movie f intermediate views, which is needed for free viewpoint
industry and home entertainment due to rapid advanceme&ts lications or to enérate the larae number of views rez i
in 3D multimedia technologies. For example, IMAX movi pplicat 9 ge nu view i

theaters [1] have gained a majority of 3D movie markee{gr an auto-stereoscopic display.

worldwide and offer a premium user experience. In this 10 address these needs, a multi-view plus depth (MVD)

system, two separate images corresponding to the vievgoifigt@ format, as shown in Fig. 1, is considered to facilitate i
of each eye are projected on to a special silver-coatedrsateel€rmediate view generation with low complexity. To représe

the same time. 3D glasses are used to separate the two imajis inPut data format efficiently, new standardizationelev
and then the human brain blends them together to createCRnent efforts have been launched to assess and standardize

immersive 3D image sequence. In the consumer market, @ &oding framework along with associated coding tools. One

manufacturing cost of 3D displays has been reduced dueUYgdue aspect of the evaluation process is that the qudiity o

improvements in LCD/LED manufacturing. As a result, 3ptérmediate views is considered in the evaluation of cgdin
displays with stereoscopic capabilities have become @il efficiency. Extensions of b_oth AVC and HEVC standards that
and further advances will make multiview auto-stereoszoprUPPOIt depth are now being developed.

displays commercially viable in the near future. As 3D cante 10 further improve the coding efficiency of 3D video
becomes more prevalent, the efficient compression, starage €0ding system based on the MVD format, we propose a novel

code the texture data. The primary contribution of this pape
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:»; i have been conducted to improve the overall coding efficiency
. 1:&, | of MVD systems.

= — In the first category of research, depth data is coded with the
@ & help of reconstructed texture data. While the depth data has
considerably different signal characteristics than thdute
Left View Center View Right View data, it does exhibit some structural similarity to the eerr
View?  View3 View 5 sponding texture. For instance, an edge in the depth compone
i | ”T‘ o ”’:w' usually corresponds to an edge in the texture component.
f'»:l,;i L-LJE L-iq However, a minor distortion of the depth value can result
in considerable distortion in the synthesized texture gisin
I" “l l" DIBR techniques. Such errors can be especially serious at

edge locations in the depth component [6]. To mitigate this
Fig. 2. An example of the three view rendering case, inclydeft, center prOblem’ advanced tools for coding depth to better preserve
and right views. edges in the depth component have been proposed, e.g., intra

prediction using wedgelet or contour partitions [7][8][QP].

Furthermore, to exploit the similarity in motion characécs
different schemes and configurations is also provided. between the texture and depth, it has been proposed totinheri

The remainder of this paper is organized as follows. Semotion from the corresponding texture component [9][11],

tion Il provides a brief review of related work, including arthus saving the overhead bits to encode motion for the depth.
introduction to principles and methods used to realize VSP. . o
Section Il introduces different VSP architectures and our In th? second category c_)f re;earch, depth data is ..UUIIZEd
proposed designs for both 3D-AVC and 3D-HEVC. A methot? p_r_owde an alterna_lt_we d|spar_|ty-compensated predu_no
for generating a derived disparity vector is discussed, a@ dition to the traditional motion-compensated pred&tor

signalling aspects in both standardization frameworkgage ¢ pemﬂcaltl);,hwnh the 't\.AVD ??tf forrr&gti I pecomtefh possple
sented in this section. In Section IV, a depth-assistedanoti 0 support the generation ot Intermediate views at the vecel

vector predictor is put forward to further improve the 30'sing DIBR, whereby intermediate views are generated by

video coding efficiency. In Section V, extensive simulaiaionuSing depth. While DIBR is typically used as a post-prosegsi

are conducted to evaluate the performance of the propo§ &P to g_enerate mtermedl_ate synthe5|_z_ed VIeWs for oat_ pult
splay, it was proposed in [12] to utilize this technique to

VSP schemes in each coding framework. Finally, concludi ) _ X . .
ovide an alternative non-translational pixel-basegaliy-

k i in Section VI. ) . . :
remarks are given in section compensated predictor for each block in the coding loops Thi
in-loop technique is commonly referred to as view synthesis
Il. RELATED WORK prediction (VSP).
A Joint Collabora_tlve Tgam on 3D Video Coding (JCT-3V) As such, 3D video coding with depth supports three pos-
was formally established in July 2012 by ITU-T and ISO/IEC. ; . o
. . . ngle predictors: traditional block-based MCP, blockdzhs
to develop 3D video coding standards with more advanc . . .
i - . . _translational DCP and the pixel-based non-translatior&P.vV
compression capability and support for synthesis of aaloki

) . ; . To realize VSP, it was proposed that a synthesized pic-
perspe_c'uve VIEWS, covering both AVC _and HEVC b_ase%ore be added to the reference picture list before encoding
extensions. In this paper, the 3D extensions of AVC will b

referred to as 3D-AVC, while the 3D extensions of HEVC wil istocrltji:)rr?r(])t ;ﬁﬁég%}[slpa ]lglélikcE)lrS]OI:{itrr:e;EISEIS-T)?SS ﬂt{j{;lete
be referred to as 3D-HEVC. For this development, the MVB P y P 9

: . correction vector. A scalable enhancement view predicor i
format was selected as the input data format representaison : : .
L : o . i : . also proposed in [16], where the base views and the residue
shown in Fig. 1 since it is able to facilitate intermediatewi

generation using depth image-based rendering (DIBR) | f enhancement views are encoded by a conventional video

Typically, the MVD data format includes a selection of textu ding process. In [17], a gener_al VSP scheme has b_een
. : : . . developed that extends the warping source from one view
videos and their corresponding depth captured in a time : .
. . . : 10 two views, and applies VSP to both texture and depth
synchronized manner from different viewpoints as shown In
g . . ._components.
Fig. 2. A receiver can choose appropriate reconstructeslsvie
to interpolate the intermediate views of user’s interesbad- While prior work on this topic has shown promising results,
ing to the geometric information conveyed in the reconsédic the level of performance and validation has not been sufficie
depth components. From the coding perspective, the imeiusio be incorporated into any of the previously developed wide
of depth in addition to texture in the input data poses a neseding standards. Building on this earlier work, the foliogy
challenge as more data needs to be coded. Interestingly, $ketion describes the details of our proposed designs f& VS
depth and the texture components have a mutually benefigidlich are able to realize notable and consistent gains imgod
relationship in that the depth can be used to provide a goefiiciency. Additionally, the designs have become prattoa
alternative prediction of the texture while the recongtedc have been rigorously evaluated. As a result, the VSP concept
texture can serve as a good structural description of ththdefhas been adopted into 3D extensions of both the AVC and

Motivated by these two features, two categories of researndiEVC coding standards.



Original point in the 3D space relationship with the actual distance valde
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Z N 255 . (Znear Zfar) * Zfar (1)
where Z,..» and Zs,, are the smallest and largest actual
distance among all surface points captured by the camera.
Let P correspond to a pixeb. at a locationX. with depth
d. in the current frame (to be synthesized). Using triangular
similarity, the disparity value (horizontal displacemeri
betweenX, and X_. should be

Depth Z

Synthesized
View

D
Reference | I

View

¢ D=f1/z (2)

|
L [ _
Fosal gret where f is the common camera focal length of the reference

: camera and the current camera dnd the baseline distance
Bascline Distance between them. Therefore, in VSP, the surface péirin the
3D scene is rendered at positidfy. in the synthesized view
Fig. 3. Geometric relationship in VSP using depth imagesa®ndering with

v

(DIBR) X.=X,-D 3
And the pixel valueS, at X, is copied toS. at X, in the

Il. PROPOSEDVSP DESIGNS synthesized view.
In this section, two VSP designs are considered, each one Se(Xe) = Sr(Xy) 4)

being suited to a particular coding architecture or coitra
The first design uses depth from the reference view to perfo
a forward warping operation, and is hence referred to

forward VSP (FVSP), while the second design uses dep

of the current view to perform a pixel-based warping and lﬁ : . . .
e disparity of each pixeb, and to warp each pixeb.
referred to as backward VSP (BVSP). from the reference view to the current synthesized view

Due to the inherent ererldence on depth, the se_lectionug[ng (2)-(4). After all reference pixels are warped, thare
the FVSP or BVSP design highly depends on the coding orqgpica|ly " some vacant pixels, or holes, in the current view

of texture and depth components. When the depth compongai,, it any assigned value, mainly due to object occlusion.

is coded prior to its corresponding texture component, i.&ysicaly. inpainting methods are used to fill the holes. As
depth-first coding order, BVSP can be directly |mplementegn|y information of the reference view texture and depth are

In contrgst, when the depth component is CO,dEd aftgr its C0Sed, the synthesized frame generated by FVSP can be stored
responding texture c_ompon_ent, L.e., texture-first codirdpn in the reference frame list in a hybrid video framework befor
only FVSP can be directly implemented. encoding the current view,

In this section, we will briefly review and analyze these There are two main drawbacks of FVSP. Firstly, the hole
two designs. Then, we propose a novel scheme to realize fijg,q process requires hole pixel identification and value
more |mplemen_tat|9n—fr|endly BVSP design with texturestfir assignment in a sequential order, because the processimg of
coding [18], which is adopted in the 3D-HEVC standard. iyl depends on its preceding pixel. And thus the hole §llin
process requires additional memory for hole indicatiomdio
tional checking for pixel availability, and irregular memaac-
cess. All these can lead to irregular dataflow, broken pigeli

In this subsection, we discuss the basic concept of VSP ithigther memory requirements, and higher power consumption.
3D video coding system with MVD as input. Two assumptionBarallel processing is not feasible due to the sequent@! pr
are made: first, the cameras are placed in a 1D array and eggsing order of these operations. Secondly, FVSP geserate
rectified; second, the object surface is a Lambertian seyfathe entire synthesized frame non-discriminatively. Whies
that is, a point in the surface has identical intensity velués reasonable for the encoder as the encoder needs to try all
from different viewpoints. Under these two assumptionsPVS&different prediction modes during the mode decision, it is a
synthesizes a virtual view from a reference view by applyingaste of decoder computation to unnecessarily generate the
3D warping using depth information, and the synthesizea viesynthesized pixels for those blocks that do not choose VSP.
is used as a predictor for the current view. With backward VSP, as presented in [15], it is assumed that

In 3D geometry, a pixeb,. at a locationX,. in the reference the depth of the current view, is available and is used to
picture corresponds to an object surface pdinas shown in compute the disparityD of each pixelS. at X. as shown
Fig. 3. Here we use the subscriptandc to indicate quantities in Fig. 4. On finding the corresponding reference pifelat
from the reference view and the current view respectivelycation X, = X, + D in the reference view, it simply copies
The depth valued, associated withP has the following S, to S.. As such, BVSP does not inherit the two drawbacks

In practice, there are two ways to implement VSP, which
H@pends on whethet, is used (forward VSP) od. is used
ackward VSP). Further details are described below.
ith forward VSP, thed, values are used to compute

A. Comparison of Forward and Backward VSP
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neighboring block
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Fig. 4. An example of block based backward view synthesigliptien

(BVSP). Each pixel in the current block of siZé x M has a corresponding Backward
reference pixel represented by disparity vector. Typjc#itie reference picture
denotes the base view while the current block is from the nidget view.

warping
Reference texture picture Dependent texture picture

Fig. 5. Proposed BVSP using the disparity vector derivednfrthe
of FVSP in that each pixel can always find a reference pixel, 88ighboring blocks.
there are no holes in the synthesized frame, and since there i

no hole filling, BVSP has significantly lower complexity thana@proximation is reasonable since the motion information

FVSP. The BVSP design is amenable to parallel block-basg .neighboring blocks bears close resemblance with that of

processing and can avoid generating unnecessary Symhf‘hséscurrent block, and it provides a good motion predictor in
blocks at the decoder.

. . . ) : existing video coding standards. The second approximégion
It 'S_l_%”%egt t_lr_]a_lt_ BVShP req‘ulre;, a depth-flrstt (t:r?dl?g tord at we use the corresponding depth block in the reference
e-gd-,do tOh 1=271 t?’ \IN fere Ithaé?l D re_pr;e;en_ € e(;(.ureview as the estimated depth block for the current view, see
ﬁrder eginc;efr?eecdlgstﬁ (r)(f)The cu;/rI:r\?{ I\?ieweiglivgeijoec;n\?vhsmp 2 of Fig. 5. The second approximation is valid when
coding the texture of the current view. As 3D-AVC support ifferent views are capturing the same scene and the cameras

) . . e not too far away from each other. Given the estimated
both texture-first and depth-first coding orders, both FVS epth block, BVSP can be implemented by fetching reference

and BVSP designs were studied and BVSP was finally bei Sels in the reference view as shown in Step 3 of Fig. 5.

chosen considering that it has a similar coding performan % . : .
- ) . ecifically, the per pixel depth value is converted to per
asl FVSP and famlgﬁ;tif/g mSoDrerErfl/%lcal de5|g|gn [21][22]. %ixel disparity vector according to the geometric inforioat
n contrast to § ’ i currently assumes genyveen two views using (1) and (2). With the pixel based

thegturerSlr\iltD (;odingb o_rde(rj,. e'gl'ODOTllpéT?DQ’ (‘jNhiCh Pr0- disparity vector, a reference pixel can be fetched from the
1oIts rom being directly applied. In order to SUpPOtterance texture picture. And all the fetched referenzelpi

ng ind th? SDZ'QEZVC? rf]rameworkr,]-we initially zropozeg AMorm a VSP predictor for the current block. To limit the
FVSP design [23][24]; however, this was not adopted due E%mplexity from per-pixel disparity compensation, a block

the large decoder_complexity increase. To reduce the pdditi based BVSP is preferred, where a single disparity is coedert
dec_oder gompl_exﬂy, we proposed a nove_l BVSP design usi 8m a representative depth value for the whole block. The
derived d|spar|ty [18] for 3D_H.EVC' This scheme ;howe_ lock size used for BVSP has been refined from 4x4 [18] to
comparable coding gains relative to the FVSP design wi 8/8x4 [25]

much lower complexity, and was adopted into the 3D-HEVC It is noted that we originally proposed the BVSP using

working draft in January 2013. neighboring blocks in the texture first coding order in the
context of 3D-HEVC. At a later JCT3V meeting, the same
B. BVSP with derived disparity approach to support BVSP with texture first coding order was

. . adopted into 3D-AVC [20].
In this subsection, we propose a novel BVSP scheme with

de_rlved dlspan_ty that estl_mat_es a current view depth blgck C. Efficient signalling of VSP modes in 3D-HEVC
using the spatial correlation i#h. and the available reference ) ] o
view depthd,., which is the major challenge of BVSP. In this subsection, to efficiently represent the propose® VS

When the texture-first coding order prohibits the genenatign®d€ for each block (in either FVSP or BVSP), a VSP merge
of a BVSP reference, we apply two approximations to estimafa"didate is proposed to be included in the merge candidate
the depth of the current view,. The first approximation is 'St for both Skip and Merge modes in 3D-HEVC.
that we use the disparity vector of the neighboring blocK [19 Repall that HEV_C speC|-f|es Skip anq Merge modes to
to approximate the disparity vector of the current blockrsudnherIt the motion information from spatially or temposall
that a reference block can be localized with the disparitfafe  114¢1e the motion information includes both the temporal proinforma-
pointing to the reference view, see Step 1 of Fig. 5. Thi®n and the inter-view disparity information.
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Fig. 6. Merge Candidate List for 3D-HEVC. The differencevibe¢n 3D-
HEVC and HEVC lies in the additional inter-view motion cadate derived
from neighboring view in 3D-HEVC as of HTM5.1.

neighboring blocks to form a motion merged region. In
particular, the motion information from spatial and tengdor
neighboring blocks, as shown in Fig. 6, composes a merge
candidate list. In HEVC, each prediction unit (PU), if using
the Skip or Merge mode, transmits a merge index to indicate
the selection decision among the available merge candidate
from which the motion information is inherited. For tradital
Inter mode (non-skip and non-merge mode), HEVC allows the
encoder to choose a motion vector predictor among several
motion vector predictor (MVP) candidates (similar defiiti
as the merge candidates), and then motion vector difference
reference frame index, reference list and the predictoexnd
are coded as motion information in the bitstream.

Similar with HEVC, 3D-HEVC has three types of inter

4
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b
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Set RefldxLX to point
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reference picture
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!

Derive Reference picture
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vector (X, Y) to do the
prediction

Last MB ?

modes for inter frame coding, namely Skip mode, Merge mode
and Inter mode. The key difference between 3D-HEVC and
HEVC lies in the addition of inter-view motion information
prediction [26][19] included in both the merge list and the End
motion vector predictor list in 3D-HEVC. And the merge
list consists of up to six merge candidatés = {my|k = Fig. 7. Proposed VSP SKIP work flow in the context of 3D-AVCm8ar
0,1,...,5} including spatial, temporal neighboring motiorwork flows applies for VSP Direct mode.

vector predictors and the inter-view motion prediction.

To efficiently represent VSP, a VSP merge candidate is _ _ _ o )
proposed to be included in the merge candidate list with) (0,80 A iS @ predefined Lagrangian multiplier depending on
motion pointing to the synthetic reference block generat&yp@ntization ParametepP. 1 stands for the number of bits
by FVSP or BVSP. In other words, if the current blockO code the block when using the merge candidate
chooses VSP, the synthetic reference block is directly used
as the compensated block. Note that the maximum numiger Efficient signalling of VSP modes in 3D-AVC

of allowable merge candidates is proposed to be unchange . . . . . .
as six. In other words, the first six available candidate (in%jn this subsection, we describe the efficient signalling of

2!

predefined order) are used to constitute the merge candi p and Direct modes with respect to VSP references in

. / . . -AVC [28], which follows a similar concept of the VSP
list. Though, a single VSP merge candidate may be Insertr(%erge candidate proposed in 3D-HEVC. Recall that in AVC,

to allow more VSP merge candidates to be inherited fromere Is a significant_ port.ion of m.acroblocks _chosen as Skip
neighboring blocks coded with VSP mode [27]. The inherite'gimdes’ where there is neither motion vector difference (WD

VSP merge candidates would use the disparity vector carri%l(ar residue coefficients in P frames, and Direct modes, where

from its neighboring block to fetch the depth block and thetn ere is no MVD but residue cogfﬁments n B frames. IF Is also
conduct VSP prediction. observed that the usage of Skip and Direct modes increases

At the encoder, the merge indéxis decided based on theWith lower t.)it rate. Therefore, to more efficien.tly re.preSen
rate-distortion cost for each candidate the VSP_ Skip anq Direct modes, concepts are |nher|t_ed from
AVC Skip and Direct modes. The main difference is that
the predictor is obtained from the synthesized block and the
motion vector corresponding to a VSP reference picture is
where X,,, and X,,.q(my) are the original signal and assumed to be (0,0) as the geometric mapping results are
compensated predictor using the motion predictor canelidaissumed to be well aligned with the current block. To signal

during the candidate construction process, it was adopted |

My = arg My, || Xorg — Xpmd(mk)H2 + A x R(mg) (5)



the VSP Skip mode, the existing SKIP_Flag is used to diffesupports three kinds of predictors for the current blockck}
entiate the Skip mode and non-Skip mode. If SKIP_Flag is fhased translational motion compensated predictor, biaded
an additional syntax SKIP_Type is employed to differemtiatranslational disparity-compensated predictor, andlgiased
VSP Skip and non-VSP Skip modes. A similar signalling ison-translational disparity-compensated predictor (/Se
applied to Direct modes in B frames using an additional syntaearch forMV,,: mentioned above is applied to both kinds
element, DIRECT_Type. A typical work flow is shown inof "block-based" predictors such that thdV can be a
Fig. 7. Note that the proposed signaling method is applealiilock-based temporal motion vector or a block-based ditgpar
for both FVSP and BVSP. In BVSP, the synthetic referena&ctor, and theS contains all possible block-based temporal
block is treated as if it was from a synthetic reference p&tu motion vectors and all possible block-based disparity aesct
although there is no need to create a physical referenceeframTo reduce the neighboring block motion redundancy, there
buffer. are typically a number oMV P candidatesMV Py, for k =
Compared with 3D-AVC, our proposed scheme adds one2,3..., K, generated from neighboring inter coded blocks.
additional macroblock (MB) level syntax (SKIP_Type) in theJsually R(.) is a non-negative convex function with the global
bitstream. At the encoder, the SKIP_Type decision is madertonimum achieved at zero. Therefore for eathl P, the
minimize the Lagrangian cost as follows: minimum of the second term\R in (7) is achieved when

g min (SSE(SKIP_Type) ) MV = MV P,. In other words,
SKIP_Type={0:1} arg min (A x R(MV — MVP,)] = MVP,  (8)
+A X R(SKIP_Type)) MVeS
where) is the predefined Lagrangian multiplier in AVGSE Let MVs4p be the motion vector that achieves the minimum

represents the reconstruction error, aRddenotes the bits of the first termSAD in (7) such that
to encode current MB including SKIP_Type. A similar cost MVsap =arg min SAD(MV) 9)
function is used for VSP Direct modes. Mves
Note thatM Vs ap does not depend on the/V P, andC >
IV. PROPOSEDDEPTH-ASSISTED MOTION VECTOR SAD(MVsap).
PREDICTOR FOR INTERVIEW MOTION PREDICTION Suppose we have the freedom to choose M P, def-

In this section, we revisit traditional block-based motioff'ition. and we choos@/V P =MVsap for one of thek,
estimation (ME) in a rate distortion (RD) optimized videdN'_th_ k_ = k'. Then t_heMV = MV Py can simultaneously
coding framework and point out that the motion vector decil!n!M!z€ both the first tern5AD qnd the second te”’?‘R
sion during ME depends not only on matching accuracy (tt?é (7). In fact, the second tertR will becomeAR(0) Wh'c_h
distortion), but also on the rate to code the motion infoiarat 'S e lower bound of the term. In other words, the choice of
To achieve the smallest possible RD cost, we propose a dep%ypk’:MVSAD and MV = MV Py aqh|eves the smallest
assisted motion vector predictor (MVP) and argue that whé’r?ss'ble value fO_C among all the possmIMI_/Pk. .
the motion vector of the current block is chosen as the depth-NOte thatM V' in (7) is a block-based motion vector. It is

assisted MVP, the lower bound of the RD cost is achieved.re,Str,iCtiVe in the sense that all pixels at any Iocgt(@'nj)
First, recall that in traditional block-based hybrid vided'ithin the current blockk” must have the same motion vector

coding, ME is used to find a block of size N x M in MV. If different pixels can have different motion vectors,
a reference frame that is similar to the current bloXkof th_e minimum achievable” can pe_rhaps be s_maller._ Here we
size N x M. The relative displacement between and Y will take advantage of the third kind of predictor, pixelsea

is represented by a two dimensional (vertical and h0rijbmgon-translatlorr:.al d|s|par£/-compensated predictor (¥ 8Pan
displacement vector called motion vectdfV = (v, v,). attempt to achieve lowe' . .

Often, the optimalM V', or MV, in RD-optimized video  LetU be the collection of all the pixel-level motion vectors
coding is theMV € S that minimizes the following RD cost MVi,; in the current block.

N, M
C = SAD(MV) + AR(MV — MV P) @) U={MVoo . -, MVyu}={MVi;};2 ;= (10)

where S is the motion vector candidate se$AD is the Then findingM V,,,; that minimizes (7) is equivalent to finding
sum of absolute difference between the input block arféprt

the predictor pointed byW/V, MV P is the motion vector Uupe = arg min[SAD'(U) + A x R'(U — Up)] (11)
predictor,R is the rate to encode the motion vector difference UeSq

and X is a positive Lagrangian multiplier. Here, for simplevhereUp is the collection of pixelwise predictors fér with
explanation, we assume that the other signaling costs, swathpixelwise predictors being equak’ is the pixelwise rate,
as reference frame index, reference list and motion vect8A D’ is the pixelwise SAD and the feasible s&t contains
predictor index, are the same. And thus those signaling amely those candidateS with all pixelwise MV being equal.
not included in (7). Also note that’ can be considered as Now, let us consider a more general case in which each
a function of bothM'V and MV P. We note that both AVC pixel (¢, j) is allowed to have its own motion vectdf'V; ; (i.e.
and HEVC use block-based translational motion-compedsat#isparity vector in the case of VSP, which will be discussed
prediction to reduce inter frame redundancy and A& is in the following). Then we definé/,,; as that in (11) except
always a block-based temporal motion vector. But 3D-HEV@at we defineSs to be all candidate collections of disparity



vectors and/p to be the set of disparity predictors. Note thais usually the case. As suchyaz(-) is selected as a function
the components o andUp do not need to be equal. Similarto generate a representative disparity for each block.

to the past, we assumB'(U — Up) to be a non-negative Compared with traditional/V P, the depth-assistetl V P
function which is convex with respect to each componenty wits not decided according to the RD criteria, but rather dtiv

minimum achieved whe(U — Up) = 0. directly from the geometric information conveyed in the tthep
Let Usap be the collection of pixelwise disparity vectordn case of the VSP mode, the depth-assigtEd P can achieve
that achieves minimun§ AD’. In other words, the lower bound of the RD cost. What is more, the depth-

assistedV/ V P does not require additional overhead, as it can
be derived from the coded depth block. Therefore, the depth-
assistedM V' P (block or pixel based) is free to be utilized
and we choose/p = Usap. Then thell = Up can & both the encoder and decoder. And the depth-assisted MVP
simultaneously minimize both the first ter$IAD’ and the PrOCessis u_sed in b_oth Merge mod_e gnd traditional inter mode
second term\R’ of (11) overU. In fact, the second termpr  (AMVP) during motion vector prediction.
will become AR’(0) which is the lower bound oAR'(.). In _It is Worth ment|_0n|ng that a S|m!lar approach called depth-
other words, the choice dfp = Usap andU = Up achieves prlented ne|ghbor|ng block disparity vectgr (DoNBDV) [29]
the smallest possible value of (11) among all the posgible is develope.d independently from \_/SP_to improve the motion
In the following, we argue that when we use the deptYPCtor pre_dlctor_accuracy. Th_e_major difference betwe(_eseth
information to generaté/» and choose/ — Up in VSP, two techniques is that the original DoONBDV proposed in [29]

the global minimumC is indeed achievable under certairPrOVideS a refined MVP for a conventional interview block
assumptions. only, while our depth-assisted MVP targets to harmonize the

In particular, we make three assumptions: the depth is Bferactions between the VSP mode (a new interview mode)
high accuracy; the object surface is a Lambertian surfaue: aand the c_onventlonal interview mode._ln other words, with
there is no occlusion effect for the current block. Undesmedepth-asssted MVP, we propose to derive a proper MVP from

assumptions, when we convert each pixel's depp; ; to a neighboring VSP coded block for the current block when
its disparity \’/ectorDisl-j = (vi9,v%9) in VSP, a refé?ence it is coded either in VSP mode or conventional interview
) xT Yy 1

pixel is located from the inter-view reference picture as @0de. Without the depth-assisted MVP we have to disable the

perfect match with the current pixel in terms zgro absolute MVP from neighboring VSP blocks, and it would degrade the
difference. Thus, when we chooke = {Dis; ;}, M, Up performance of both traditional interview block and VSPdilo

Usap = arg Urgiqn SAD'(U) (12)
G

Suppose we have the freedom to choose he definition,

minimizes theSAD’ as follows =hy=1 _due to poor MVP prediction. Sp, the final adopted_ DoNBDV
_ in 3D-HEVC is actually a combination of depth-assisted MVP
min SAD'(U) = SAD'(Up) =0 (13) [18] and the original DONBDV in [29].
G

And (13) is equivalent to (14) as V. EXPERIMENTAL RESULTS

Up =Usap (14) This section describes the experimental results using the
Thus the choice of/p — {Dz’si7j}N’ M o andU = Up proposed VSP schemes in both 3D-AVC and 3D-HEVC test

i=1,j=1" : .
achieves the lower bound of (11) with a corresponding Cdgpdels. Simulations were performed under the common test

0 + AR'(0). Since SAD’ and AR’ are both non-negative conditions defined by JCT-3V in [30] where the test set
0 + AR'(0) is a global minimum. In other words Wher}includes?video sequences of size 18248 and 19281088

we use the per pixel disparity as the per pixel dispari ith the MVD datg fqrmat. Variations of VSP are discusseq
vector predictor, and the VSP predictor as the pixel-basgfd compared objectively followed by a VSP usage analysis
non-translational disparity compensated predictor, thubg ©F Poth 3D-AVC and 3D-HEVC. Finally, a complexity com-
minimum ME cost is achieved among all the three kinds parison is conducted to evaluate different VSP schemes on
predictors mentioned above. 3D-AVC and 3D-HEVC platforms.

Motivated by the superior RD property of VSP, we propose
to use {Dz‘si,j}fiuj‘il to generate a representative blockA. VSP and its efficient signalling in 3D-AVC
based disparity vector predictdf V P, for those blocks using  Generally speaking, 3D-AVC inherits the basic hybrid pre-
block-based translational d]ivsp%ity compensated priedict gictive video coding structure of AVC. In the development
such thatUp = {{MVP,;};2y ;2 IMVP;; = MVP}is of 3D-AVC, a hierarchical B coding structure is used to

a good approximation OfDisi,j}fV:’L;\il. And the generation exploit the temporal inter-frame redundancy while IPP ogdi
process is formulated as structure is used to exploit the inter-view redundancy asvsh
MVP — f({DiSiJ}iv:’l,g]'\il) (15) in Fig. 8. Specifically, at each time instance, there areethre

views, including a center view, a left view and a right view.
where the functionf(-) can be any function generatingSince the center view is near to both left and right views, it
one MV P, i.e., max(-), mean(-), min(-) and etc. Usually, is coded first (usually called base view), as it tends to mevi
maz(-) is used because it can capture the foreground objecgood reference for both the other two views (usually called
disparity very well and the background matching error tendependent views). To independently decode the base view, th
to be small when assuming the background is smooth, whibhse view can only refer to the previously coded base views as



Time—>» TABLE |
RD PERFORMANCE WITHOUTVSP XIP/DIRECT AGAINST ANCHOR

video PSNR/ video PSNR/ synth PSNR/
video 0 video 1 video 2 video bitrate total bitrate total bitrate | enc time | dec time

Balloons 0.0% -7.3% -7.3% -1.8% -1.5% -21% 117.3% 114.6%
Kendo 0.0% -7.8% -8.4% -2.4% 1.7% -2.4% 108.8% 112.5%
Newspaper_C| 0.0% -2.7% -2.3% -0.6% -0.5% -0.7% 107.0% 107.6%
GT_Fly 0.0% -23.1% -21.5% -5.3% -5.0% -4.3% 106.0% 112.1%
Poznan_Hall2 0.0% -3.1% -4.0% -1.1% -1.0% -1.2% 113.0% 105.7%
Poznan_Stree| 0.0% -13.2% -11.2% -3.3% -3.0% -2.7% 107.8% 110.9%
Undo_Dancer 0.0% -11.5% -9.9% -2.9% -2.6% -2.6% 110.4% 103.9%
1024x768 0.0% -5.9% -6.0% -1.6% -1.2% 1.7% 111.1% 111.6%
1920x1088 0.0% -12.7% -11.6% -3.2% -2.9% -2.7% 109.3% 108.1%
average 0.0% -9.8% -9.2% -2.5% -2.2% -2.3% 110.1% 109.6%

Dependent
View 1

Base View

Dependent
View 2

bitrate reduction for synthesized views are achieved when
turning on the proposed VSP Skip and Direct modes. And
there is up to 23.1% bitrate reduction for dependent views.

reference. The dependent view can refer to both the preyiousaPle | @lso demonstrates that the proposed VSP schemeaincur
coded base view and its previously coded temporal frames X0 e€ncoder/decoder complexity increase compared with the
reference. anchor.

Recall that each view point consists of a texture component!© further improve the signaling of the VSP SKIP_Type
and a depth component. In the standardization work of 3329, @ neighboring context-based skip flag position metsod i

AVC, ToDoD;DsT: T coding order is used, where &nd D pr(_)poseo_l in [33]. The basic ide_a is that if both _the_ top and lef
are the texture and depth components respectively froni'the N€ighboring MBs use VSP Skip, SKIP_Type is firstly coded
view. For example, for thealloonstest sequence, the view!© indicate whether it is VSP Skip, and then is followed by
coding order 0->1->2 corresponds to view3->view1->viewSKip flag to indicate whether it is Skip coded. Doing so would
(center->left->right). With this coding order, the textuirom reduce the overhead bits to indicate VSP Skip from two bins

the base view and the depth from all views are available prig ©n€ if neighboring MBs use VSP Skip and the current MB
to the coding of the dependent view texturesahd T, and does too. It is reported that additional 0.82% and 1.06%dgitr
BVSP is applied [21][22] in ATM6.0 to both fTand T within reduction is achieved for coded views and synthesized views
the same time instance. respectively. - o

To efficiently represent the VSP mode, we apply the pro- From experiments, it is fouqd that a large percentage of MBs
posed VSP design for Skip and Direct modes at the mdend to choose VSP modes in anchor frames (the dependent
roblock (MB) level; as described earlier, this is similarthe VIeWS whose base view is coded as intra frame in a group

traditional Skip and Direct modes except that the predictoP! Pictures (GOP)). Motivated by this phenomena, we also
are generated from the BVSP process. The proposed V@ipPosed a flexible frame level VSP scheme by enabling or
scheme has been accepted into the 3D-AVC reference softwdigPling the VSP mode according to the frame type. When

ATM6.0 [31]. To test the proposed VSP design, we turgnabling VSP on the anchor frame only, there is on average
VSP off in ATM6.0 and use it as “anchor’. We repeat th&-74%, and 0.67% bitrate reduction achieved for coded views

experiment with VSP on in ATM6.0 and call it “VSP”. We and synthesized views respectively. Although the codirig ga

test the proposed VSP with four quantization parameters (g VSP is reduced when it is applied only on anchor frames,
{26, 31, 36, 41} for the base view, where the same QP is ustie encoding/decoding complexity is reduced and becomes
for texture and depth. comparable with the anchor in terms of run time.

The Bjontegaard delta bitrate (BD-BR) [32] is used as
the objective evaluation for the coding performance, with @ Fysp for 3D-HEVC

negative value indicating the relative bitrate reductiame _ _ _ _ o
pared with the anchor. Simulation results are shown in Ta-!n general, 3D-HEVC inherits the basic hybrid predictive
ble I, where “video 0" indicates the coding performance ofideo coding structure of HEVC, but it allows inter-view
the base view; “video 1” and “video2” indicate the codingnd inter-component (depth-texture) prediction. In the de
performance of two dependent views respectively; “videglopment of 3D-HEVC, the same coding structure as that
PSNR vs. video bitrate” indicates the coding performan@ 3D-AVC is used as shown in Fig. 8. However, in 3D-
of three coded textures; “video PSNR vs. total bitrate” indEVC, a different coding order is currently assumed, i.e.,
dicates the coding performance of coded textures over totalPoT1D1T2D2, where the texture component is coded prior
bitrate (depth+texture); and “synthesis PSNR vs. totahtst 1O it d_epth component for each view at each time instance.
indicates the coding performance of synthesized views oéfth this coding order,  and I are available when coding
total bitrate. ForBalloons the view coding order 0->1->2 T1/D1 or To/Ds. In this case, we propose to apply FVSP by
corresponds to view3->viewl->view5, and the six generat¥@rping the reconstructed base viéwto the dependent view
intermediate views foBalloonsare views 1.5, 2, 2.5, 3.5, 4 T1 Or T2 using reconstructed base view degth. And the
and 4.5. proposed FVSP scheme is summarized as follows:

In Table I, 2.5% bitrate reduction for coded views and 2.3% « Code base view texture,Tand depth [

Fig. 8. An example of the three view coding structure



TABLE |I TABLE IV
RD PERFORMANCE OF REFERENCE FRAMEVSPBASED ONHTM5.1 RD PERFORMANCE OF TEXTURE ONLYFVSPBASED ONHTM5.1
video PSNR/ video PSNR/ synth PSNR/ video PSNR/ video PSNR/ synth PSNR/

video 0 video 1 video 2 video bitrate total bitrate total bitrate | enc time dec time video 0 video 1 video 2 video bitrate total bitrate total bitrate | enc time dec time
Balloons 0.0% 0.3% 21% 0.6% 0.6% 0.5% 111.4% 189.8% Balloons 0.0% 0.0% 1.8% 0.5% 0.5% 0.6% 104.7% 169.0%
Kendo 0.0% 0.5% 1.2% 0.4% 0.5% 0.4% 1151% 197.8% Kendo 0.0% 0.1% 0.6% 0.3% 0.3% 0.5% 105.0% 180.8%
Newspaper_C} 0.0% 1.4% 1.6% 0.6% 0.6% 0.8% 118.7% 215.6% Newspaper_C} 0.0% 1.4% 1.6% 0.7% 0.8% 0.6% 106.5% 156.5%
GT_Fly 0.0% -6.0% -6.4% -1.6% -1.5% -1.5% 106.0% 190.1% GT_Fly 0.0% -7.3% -7.8% -1.9% -1.9% -1.5% 103.0% 159.5%
Poznan_Hall2 0.0% -0.4% 0.3% 0.1% 0.2% 0.0% 98.1% 174.9% Poznan_Hall2 0.0% -0.7% 0.3% 0.1% 01% 0.3% 104.4% 168.2%
Poznan_Stree| 0.0% -21% -2.0% -0.6% -0.5% -0.4% 103.8% 200.4% Poznan_Stree| 0.0% -2.9% 2.7% 0.8% -0.8% -0.5% 104.2% 164.4%
Undo_Dancer 0.0% -13.2% -12.3% -3.5% -3.5% -31% 111.2% 201.5% Undo_Dancer 0.0% -14.2% -13.4% -3.8% -3.7% -3.2% 105.1% 165.6%
1024x768 0.0% 0.7% 1.6% 0.6% 0.6% 0.5% 115.0% 201.1% 1024x768 0.0% 0.5% 1.4% 0.5% 0.5% 0.6% 105.4% 168.8%
1920x1088 0.0% -5.4% -5.1% -1.4% -1.3% -1.2% 104.8% 191.7% 1920x1088 0.0% -6.3% -5.9% -1.6% -1.6% -1.2% 104.2% 164.4%
average 0.0% -2.8% -2.2% -0.6% -0.5% -0.5% 109.2% 195.7% average 0.0% -3.4% -2.8% 0.7% 0.7% -0.5% 104.7% 166.3%

TABLE Il
RD PERFORMANCE OFFVSPBASED ONHTM5.1 i i
illustrates the VSP usage for dependent view 2 at the anchor
. ) X o
Y (Y] CreeT frame. It is observed that VSP is chosen in around 20%

ideo 0 ideo 1 ideo 2 video bitrate total bitrate total bitrate il dec ti H H H

UL enctime | dectime | 3004 area within the picture. Generally, VSP modes are more
Balloons 0.0% 0.0% 2.0% 0.6% 0.5% 0.4% 102.6% 183.4% . .
Kendo 0.0% 0% 0.9% 0.4% 0.4% o2 | 1020% | 183.4% frequently chosen in the anchor frame than in the non-anchor
Newspaper_C| 0.0% 1.4% 1.5% 0.6% 0.6% 0.6% 105.7% 201.4% H H H P -
o o mon el e o e | e frames. This suggests that although VSP is quite efficiethtan

Poznan_Hallz | 0.0% 03%  00% 0.1% 02%  03% | 978% | 1819% anchor frame competing with translational block-based DICP
Poznan_Stree| 0.0% -3.0% -2.4% 0.7% 0.7% -0.6% 103.7% 208.3% . . . . . .
Undo Dancor | 00% 437 | azev | sew | sen | % | ssaw | 1ssav is relatively less efficient in the non-anchor frames cornmget
1024x768 0.0% 0.6% 1.5% 0.5% 0.5% 0.4% 103.4% 189.4% W|th both trans|ationa| b|ock_based MCP and DCP
1920x1088 0.0% -6.0% -5.7% -1.5% -1.5% -1.5% 100.4% 192.0% . .
average 0.0% 3.2% 2.6% 0.6% 0.6% 0.7% | 101.7% | 190.9% Another observation is that the VSP mode tends to be more
frequently used in smooth regions than in the edge regions.
The reason is that when the depth used in VSP is of low
« Warp the reconstructed base viéliy to the dependent accuracy, the pixel correspondence is not reliable andttiaus

target views using the reconstructed deﬁhof the base VSP predictor relying on the pixel correspondence tendeto b

view of low quality, especially for the edge and occlusion region
« Set the warped view as a reference frame in DPB whé@sulting in a large residue. Therefore, accurate deptigtsyh
coding the dependent views desirable in establishing a correct pixel correspondence i

o - P. Among different video sequences, VSP modes are more
Similar procedures are applied to the depth componenth . ) . .
our proposed FVSP. The proposed scheme is implemenkI gly to be chosen when the depth is obtained with high

on top of the 3D-HEVC reference software HTM5.1[34 ccuracy. For instance, for the sequendedoDancer the
and tested using four QPs {25, 30, 35, 40} for the bas epth is obtained through the computer animation method,

view texture. Simulation results are shown in Table II, \/bhicWhiCh POSSESSES high accuracy and accurate alignment with
indicates that the proposed FVSP scheme with an additiortt\%? textutref contentt. Wiih trLeS;CCl;rz\i/tgF(’jepjt:jdoDancemas” th
synthesized reference frame provides 2.8% bitrate remtuoti € most Trequent usage 5% o modes among afl the
average for the dependent view 1 and 2.2% bitrate reduc:tiontjfSt sequences and it benefits the most from VSP modes with
o I : .
average for the dependent view 2, and 0.5% bitrate reducti %Aitf bltrr?t?hredfuctmn E)r dzpan\;jglr:\t view L. th di
for synthesized views is achieved. As a matter of fact, th%_ tnoug f 3% ;%T/g _?set is th lr:nrl)ro;_/ﬁz_s € coding
performance is limited since the VSP mode is only initiate((aflh'_C'ﬁn_cydot d- q ' f[ er:jatlhs € ole |f|ngdp;ocess,
from the traditional inter mode (where reference frame )kndew ('jc h 'Sd ata .epe;n entzi.n lus 'gg.?.u ar F?;SPa a access
prediction direction, and MVD are transmitted), ratherrthal 0 haraware implementation. in addition, requires
Skip or Merge modes. When the VSP merge candidatet%e entire synthesized picture to be generated at the decode
inserted in the merge candidate list for Skip and Merge modéggardless of tht(; usage of \éISPkmche for eac\?stl)olocl;_lln t{;n
3.2% and 2.6% bitrate reduction are achieved for dependg reme case, there IS no block chosen as whiie the

view 1 and 2. For synthesized views, 0.7% bitrate reductigﬁ'tire synthesized fra”?e is generaj[ed. This undoubtedigpo
is obtained as shown in Table IIl ' unnecessary computation complexity for the decoder asrshow

Note that the results mentioned above are obtained WhIQnTabIe .

the proposed FVSP scheme is applied to both texture and

depth. When it is applied to texture only, the simulatiof- BVSP in 3D-HEVC

results are shown in Table IV. Comparing Table Il and Table To reduce the FVSP complexity and support the texture first

IV, we conclude that applying VSP on texture benefits theoding order of 3D-HEVC, BVSP is proposed in Section 11I-B

coding performance of both coded and synthesized views, attl implemented on top of HTM5.1. As discussed earlier in

applying VSP on depth would further improve the synthesizeSkction 111-B, BVSP is realized by incorporating a VSP merge

view quality. candidate (referring to a synthetic block with a displaceme
Next, we study the VSP usage for different test sequencesctor (0,0)) in the merge candidate list.

Fig. 9(a) illustrates the VSP usage for the test sequenceNote that in HTM5.1, the merge list is constructed in

PoznanStreet of size 1920088 for the dependent view la predefined order, e.g., Inter-view, Al, B1, BO, A0, B2

at the anchor frame (base view intra coded). And Fig. 9(anhd temporal right down block RB (collocated if RB is not
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(b)

Fig. 9. The usage of Prediction Unit (PU) chosen as VSP for BTIMvith VSP Skip/Merge candidates. The shaded area repsete VSP PUs. The white
square represents the Coding Unit (CU) partition. (a) Thegef VSP PUs for PoznanStreet dependent view 1, (b) TheeufagSP PUs for PoznanStreet
dependent view 2.

TABLE V TABLE VI
RD PERFORMANCE OFBVSPWITH THE VSPMERGE CANDIDATE BASED RD PERFORMANCE OFBVSPWITH VSPMERGE CANDIDATE AND
ONHTM5.1. DEPTH-ASSISTEDMVP BASED ONHTM5.1.
video PSNR/ video PSNR/ synth PSNR/ video PSNR/ video PSNR/ synth PSNR/

video 0 video 1 video 2 video bitrate total bitrate total bitrate | enc time dec time video 0 video 1 video 2 video bitrate total bitrate total bitrate | enc time dec time
Balloons 0.0% -1.3% -0.2% 0.2% 0.1% 0.2% 111.2% 1151% Balloons 0.0% -1.5% -0.9% 0.4% 0.3% -0.5% 100.3% 103.0%
Kendo 0.0% -0.8% 0.5% 0.1% 0.1% 0.3% 108.9% 106.6% Kendo 0.0% -1.6% -1.9% 0.6% 0.5% -0.6% 100.5% 101.9%
Newspaper_C| 0.0% -0.3% -0.2% -0.1% -0.1% -0.2% 107.3% 107.8% Newspaper_C| 0.0% -0.6% -0.9% -0.2% -0.2% -0.3% 102.1% 101.2%
GT_Fy 0.0% -8.3% -7.9% 21% -1.9% -1.5% 104.3% 107.5% GT_Fy 0.0% -8.9% -8.7% -2.4% -2.2% 1.7% 96.4% 102.0%
Poznan_Hall2 0.0% -0.8% -0.9% 0.3% -0.2% -0.3% 100.3% 93.6% Poznan_Hall2 0.0% -0.4% -2.8% -0.6% -0.5% -0.6% 100.9% 101.1%
Poznan_Stree| 0.0% -2.5% -21% -0.6% -0.5% -0.5% 108.7% 103.1% Poznan_Stree| 0.0% -3.0% -3.2% -1.0% -0.9% -0.8% 100.3% 102.5%
Undo_Dancer 0.0% -12.2% -10.4% -3.3% -3.0% -2.4% 98.6% 99.9% Undo_Dancer 0.0% -12.4% -11.0% -3.4% -3.1% -2.5% 105.3% 111.4%
1024x768 0.0% -0.8% -0.3% 0.1% 0.1% -0.2% 109.2% 109.8% 1024x768 0.0% -1.2% 1.2% 0.4% 0.3% -0.5% 101.0% 102.0%
1920x1088 0.0% -6.0% -5.3% -1.6% -1.4% -1.2% 103.0% 101.0% 1920x1088 0.0% -6.2% -6.4% -1.8% 1.7% -1.4% 100.7% 104.3%
average 0.0% -3.8% -3.2% -1.0% -0.8% -0.8% 105.6% 104.8% average 0.0% -4.1% -4.2% -1.2% -1.1% -1.0% 100.8% 103.3%

available). The insertion of the VSP candidate can be aa@ndstep 1, where a neighboring block disparity vector is used
at different positions in the list, resulting in differentenge to locate a reference depth block in the base view and the
lists. Unary code is used to represent the selected indexldcated depth block is assumed as a good approximation of
the bitstream. Typically, placing a candidate at the begin the current depth block. Given the depth block, the per pixel
of the list would use shorter codewords, and vice versa. tlepth value is converted to the per pixel disparity using a
our experiments, we find that a higher coding gain is obtainémbk-up table initialized with the given camera parameters
for sequences with a higher VSP usage (&lgdoDancej, And the converted per pixel disparity is used as MVP, which
and vice versa. Also, setting the VSP candidate right aftase call it depth-assisted MVP in the following. In case the
B2 provides the most coding gain on average. Therefotdpck is using the VSP mode, the depth-assisted MVP is
we choose the VSP candidate position right after B2 in ouot only used at per pixel disparity vector predictor bubals
proposed BVSP scheme. Although the VSP candidate is addmgd as the compensation vector. In case the block is using
in the list, it should be noted that the maximum number dflock-based translational DCP, a block-based disparitfore
candidates is kept unchanged as six in our proposed designgenerated from the per pixel depth-assisted MVP, where
In other words, if the number of available candidates exseege select the disparity vector of the maximum depth value as
six, only the first six candidates are used. If the number tfe representative disparity vector for the current blotkd
available candidates do not reach six, generated candiddtee generated disparity vector replaces the neighboriogkbl
or (0,0) are filled for the remaining candidates. The desigtisparity vector (with which the depth block is fetched) as
of fixing the maximum candidate size would remove ththe MVP for the current block. The proposed depth-assisted
parsing dependency as no list construction is needed diming MVP scheme is also implemented on top of HTM5.1. When
syntax parsing process. Table V shows that the proposed BVIBE depth-assisted MVP is combined with the BVSP scheme,
scheme with the inserted VSP merge candidate provides 1.8#ditional 0.2% bitrate reduction is achieved for codedcwid
bitrate reduction on average for coded video, 0.8% bitratéend synthesized video respectively as shown in Table VI.
reduction on average for coded video vs. total bitrate, andNote that the coding gain in Table VI is obtained by apply-
0.8% bitrate reduction on average for synthesized views. ing the VSP scheme to both texture and depth. To investigate
Recall that in Section IV, a depth block from the currentoding gain contribution from each component, Table VIi
view is used to derive the proposed depth-assisted M\APiows 0.9% bitrate reduction achieved for synthesizedovide
However, the current view depth is not available when codivghen the proposed VSP scheme is applied to texture only.
the current view texture in the texture first coding order d€omparing Table VII and VI, we conclude that applying VSP
3D-HEVC. To solve this problem, in our implementationto the texture component only achieves the majority coding
the depth block is estimated similarly as done in BVSHain.
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TABLE VI s
RD PERFORMANCE OFBVSPWITH VSPMERGE CANDIDATE AND

Poznan_Hall2 0.0% -0.4% -2.8% -0.6% -0.5% -0.5% 98.4% 96.2% 0.5
Poznan_Stree 0.0% -3.0% -3.2% -1.0% -0.9% -0.7% 105.7% 102.9%
Undo_Dancer 0.0% -12.4% -11.0% -3.4% -3.1% -2.5% 98.3% 102.4%
1024x768 0.0% -1.2% -1.2% -0.4% -0.3% -0.4% 103.9% 111.9%
1920x1088 0.0% -6.2% -6.4% -1.8% -1.7% -1.4% 100.9% 103.2%

average 0% =D EC2A eT2% LR R0 (G107 77 WRIO70:5 Fig. 10. Coding gain of BVSP with different sub-block sizés)

4
DEPTH-ASSISTEDMVP APPLIED ON TEXTURE ONLY BASED ONHTM5.1. i
3
video PSNR/ video PSNR/ synth PSNR/
video 0 video 1 video2 | video bitrate total bitrate _total bitrate | enc time | dec time 2.5 M 1x1subblock
Balloons 0.0% -1.5% -0.9% -0.4% -0.3% -0.4% 106.5% 128.6% 2 W 2x2subblock
Kendo 0.0% 1.6% 1.9% 0.6% 0.4% -0.5% 101.3% | 103.3% s axasubblock
Newspaper_C| 0.0% -0.6% -0.9% 0.2% -0.2% -0.3% 103.8% 103.9% :
GT_Fly 0.0% -8.9% -8.7% -2.4% -2.2% 1.7% 101.2% 111.4% 1 . II I

0

video 1 video2 videoonly synonly coded&syn

Recall that in our proposed BVSP scheme, each pixel hige BVSP-based VSP scheme has much lower decoder com-
its own disparity vector. In most cases, the disparity V&Ctop|exity. Therefore, the BVSP design strikes a better traffie-
within a block are similar because the pixels within the klochetween the coding gain and complexity.
are quite near to each other and often represent the same
object with similar depth values. To reduce the number of
disparity vectors for a block during compensation, a sudzkl _ ] ) )
based disparity vector is proposed in our BVSP. For example/n this paper, we considered several 3D coding designs
when 4x4 sub-block is used, for a 38 PU, eight disparity tha_lt_utlhze view syr_lthe3|s prediction to improve the capin
vectors are used during the compensation process. Typic&lfficiency of multiview plus depth data formats. A novel
when the sub-block size increases, the improvement brou§ffkward-VSP scheme that uses a derived disparity vector
by BVSP is reduced. In other words, reducing the disparit§y@S Proposed, and efficient signalling methods have been
number per prediction unit would generally dilute the cgdinPresented. Our proposed approaches have been adopted into
gain of VSP. Fig. 10 demonstrates the trend when constginiaC €xtensions of both the AVC and HEVC standards. Ad-
the sub-block size to 4x4, 2x2 and 1x1 in BVSP. It is foungitionally, we derived mathematical expressions of the RD
that although the coding gain is reduced from 1x1 to 4x4 suBtoperty associated with VSP in an RD optimized video
block BVSP, 4x4 sub-block BVSP maintains the majority gairf0ding framework, which motivated the development of a
Thus the 4x4 sub-block BVSP scheme has been adopted iAfye! depth-assisted motion vector prediction scheme. Ex-
the 3D-HEVC standard [18]. tensive experiments have been conducted to demonstrate the

Later, to further reduce the compensation complexity, tfotable coding efficiency gains of the different VSP schemes

sub-block VSP in the latest 3D-HEVC (HTM 9.0) is now onlyn different codec designs.
operated in 48 or 8x4 mode [25]. It is worth mentioning
that the proposed sub-block VSP in [25] has negligible codin ACKNOWLEDGMENT

loss compared with 44 VSP [18]. The BVSP scheme with  The authors would like to thank Lu Fang, Jingjing Dai, Chao

depth-assisted MVP on HTM 9.0 shows similar performanggang, and Xingyu Zhang for their constructive discussions.
as that on HTM 5.1 (1.3% bitrate reduction for video PSNR

vs. video bitrate, 1.2% bitrate reduction for video PSNR vs.
total bitrate, and 1.0% bitrate reduction for synthesis RSN

vs. total bitrate). In addition, to support IBP interviewding ~ [1] http:/www.imax.com/about/experience/3d/.
d t lize the BVSP sch r{]z(l} A. Vetro, T. Wiegand, and G. Sullivan, “Overview of theesto and
structure, we proposed a way to generalize the sche multiview video coding extensions of the h.264/mpeg-4 aemdard,”

by referring to different reference pictures according le t Proceedings of the IEEEvol. 99, no. 4, pp. 626 —642, Apr. 2011.

derived disparity from neighboring blocks [35], which was[3] Y. Chen, Y..K. Wang, K. Ugur, M. M. Hannuksela, J. Lainemend
dooted in the 3D-HEVC standard M. Gabbouj, “The emerging mvc standard for 3d video seryices
adopted In . EURASIP J. Appl. Signal Processol. 2009, pp. 8:1-8:13, Jan. 2008.

[Online]. Available: http://dx.doi.org/10.1155/20086015

. [4] P. Merkle, A. Smolic, K. Muller, and T. Wiegand, “Efficiemprediction
D. Complexny structures for multiview video codingCircuits and Systems for Video
. Technology, IEEE Transactions ovol. 17, no. 11, pp. 1461-1473, Nov.

On the complexity, the proposed BVSP scheme has com- 5q57. o PP
parable encoder and decoder complexity with the anchor 5] —, “Multi-view video plus depth representation and augl” Image

terms of run time. The proposed FVSP for 3D-HEVC has Processing, IEEE International Conference, onl. 1, pp. 201-204, Oct.
2007.

compara_ble enCOd?r CompIeXity but re!ativgly Iarge decod 6] K. Muller, P. Merkle, and T. Wiegand, “3-d video represaion using
complexity: an additional 90.9% decoding time when FVSP  depth maps,Proceedings of the IEEE/ol. 99, no. 4, pp. 643-656, Apr.

i i iti op 2011.
is applied to both texture and depth, and an additional 66.3{?] S.Liu, P. Lai, D. Tian, and C. W. Chen, “New depth codingfteiques

decoding time when _FVSP _'S applied to texture only. With™* i ytiization of corresponding videoBroadcasting, IEEE Transac-

regards to 3D-AVC, since it is based on BVSP, the proposed tions on vol. 57, no. 2, pp. 551-561, 2011.

VSP Skip and Direct modes have comparable encoder af@ P- Merkle, Y. Morvan, A. Smolic, D. Farin, K. Muller, P. daiith, and

d d lexit ted. | FVSP-b d and T. Wiegand, “The effect of depth compression on multiviewdering
ecoaer complexity as expected. In summary, -based and gyajlity” 3DTV Conference: The True Vision - Capture, Transmission

BVSP-based VSP schemes have similar coding gain; however, and Display of 3D Video, 200%p. 245-248, May 2008.

VI. CONCLUSION
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