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Abstract
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can be used to estimate the change in rendering quality for different system designs.
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ABSTRACT
We propose an analytical model to estimate the rendering quality
in 3D video. The model relates errors in the depth images to the
rendering quality, taking into account texture image characteristics,
texture image quality, the camera configuration and the rendering
process. Specifically, we derive position (disparity) errors from the
depth errors, and the probability distribution of the position errors is
used to calculate the power spectral density of the rendering errors.
Experiment results with video sequences and coding/rendering tools
used in MPEG 3DV activities show that the model can accurately
estimate the synthesis noise up to a constant offset. Thus, the model
can be used to estimate the change in rendering quality for different
system designs.

Index Terms— 3D video, DIBR, depth map coding, rendering,
power spectral density

1. INTRODUCTION

3D video (3DV) has attracted much attention recently. 3D datasets
usually consist of multiple video sequences (texture data) captured
by cameras at different positions, along with the associated depth
images. The per-pixel depth information in the depth images al-
lows synthesis of virtual views at user-chosen viewpoints via depth-
image-based rendering (DIBR) [1]. Depth information could be
measured using some range imaging devices such as time-of-flight
cameras. Alternatively, it could be estimated from the texture data
using computer vision techniques.

In many 3DV applications, the quality of the synthesized view
is imperative [2, 3]. The rendering quality, however, depends on
several factors and complicated interactions between them. In par-
ticular, texture and depth images may contain errors due to imperfect
sensing or lossy compression [4, 5], and it is not clear how these er-
rors interact and affect the rendering quality. Unlike texture errors,
which cause distortion in the luminance/chrominance level, depth
errors cause position errors in synthesis [6], and the effect is more
subtle. For instance, the impact of depth errors would vary with
the image contents, and images with less textures tend to be more
resilient to the depth errors. The impact of depth errors also de-
pends on the camera configuration as this affects the magnitudes of
position errors. Along the rendering pipeline, depth errors are also
transformed in different operations complicating the study of their
effects.

An accurate analytical model to estimate the rendering quality
is very valuable for the design of 3DV systems. As an example,
the model may help understand under what conditions reducing the
depth error would substantially improve the synthesis output. 3DV
encoders can then use the information to decide when to allocate
more bits to code the depth images. As another example, the model
may be used to estimate how much improvement can be achieved by
placing cameras closer together given other factors such as error in
the texture data.

In this work, we analyze how depth errors relate to the rendering
quality, taking into account texture image characteristics, texture im-
age quality, the camera configuration and the rendering process. In
particular, depth errors are used to compute the position errors, and
the probability distribution of the position errors is in turn used to
estimate the synthesis noise power at the frame level. We use power
spectral density (PSD) to analyze the impact of depth errors. This is
inspired by previous work which used PSD to study the effect of mo-
tion vector inaccuracy [7, 8] and disparity inaccuracy [9]. However,
while previous work applied PSD to analyze the efficiency of the mo-
tion/disparity compensated predictors in predictive coding, our work
uses PSD to quantify the noise power in the rendering output of the
synthesis pipeline. As will be clear, although some of our discus-
sions and experiments focus on texture/depth error due to predictive
coding, we make no assumption on how texture/depth was distorted,
and we focus on transformation/interaction of the texture/depth error
in the synthesis pipeline.

Regarding previous work, Nguyen and Do [10] is similar to our
work in objective, but the approaches are different. They analyzed
the rendering quality of image-based rendering (IBR) algorithms and
used Taylor series expansion to derive the upper bound of the mean
absolute error (MAE) in the synthesis output. On the other hand,
we use PSD to estimate the value of the mean squared error (MSE)
and test the model with video sequences and coding/rendering tools
used in MPEG 3DV activities [11, 12]. An autoregressive model
was proposed by Kim et al. [13] to estimate the synthesis distortion
at the block level and was shown to be effective for rate-distortion
optimized mode selection. A distortion model as a function of the
view location was also proposed by Velisavljevic et al. [14] for bit
allocation.

The outline of the rest of the paper is as follows. Section 2 dis-
cusses our proposed model. Section 3 presents experiment results
and Section 4 concludes the paper.

2. SYSTEM MODEL

Figure 1 models the processing in a typical synthesis pipeline. Two
reference texture frames captured by the left and right cameras (de-
noted by Xl(m,n) and Xr(m,n) respectively) along with their as-
sociated depth images (denoted by Dl(m,n) and Dr(m,n) respec-
tively) are used to generate the synthesized frame U(m,n) at a cer-
tain virtual camera position. First, in frame warping, pixels are
copied from Xl to form an intermediate frame Ul, from position
(m′, n) to (m,n). We assume the cameras are rectified and arranged
linearly, and there exists only horizontal disparity given by

m−m′ =
Dl(m

′, n)

255
(dnear − dfar) + dfar (1)

where dnear = f·bl
znear

, dfar = f ·bl
zfar

, f is the focal length, bl is the
distance between the left and virtual camera centers, and znear and
zfar are the nearest and farthest depth values. Likewise, pixels are



copied from Xr to form the intermediate frame Ur with horizontal
disparity m−m′′. Then, Ul and Ur are merged (blended) to generate
U . We assume merging by linear combination:

U(m,n) = αUl(m,n) + (1− α)Ur(m,n) (2)

Here the weight α is determined by the distances between the virtual
camera position and the left/right reference camera positions. Note
that other merging techniques have been proposed, e.g., those that
take into account the depth [15]. However, linear merging remains
to be a popular practical technique and could be a good approxima-
tion to other advanced merging techniques. Note also that at some
pixel locations, Ul(m,n) or Ur(m,n) or both may be missing due to
position rounding error, disocclusion or outside of the field-of-view
of the reference cameras. Nevertheless, if the distances between the
reference/virtual cameras are small, such number of missing pixels
is usually small, and they would not cause significant model discrep-
ancy.
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Fig. 1. Processing in the synthesis pipeline. Horizontal disparity is m−m′

for the left reference, and m−m′′ for the right reference.

In practice, the texture and depth images are lossy encoded,
and Figure 2 depicts our approach to analyze the effect of the cod-
ing errors in rendering1. In particular, in Figure 2.c, the recon-
structed texture/depth images (X̂l, X̂r, D̂l, D̂r) are fed into the syn-
thesis pipeline to produce the left/right intermediate images (Wl and
Wr respectively), which are merged to generate the synthesis output
W . Synthesis quality is usually measured, as in the ongoing MPEG
3DV activities, between the rendering outputs with the original tex-
ture/depth images and the reconstructed texture/depth images, i.e.,
between U in Figure 2.a and W in Figure 2.c. We denote the syn-
thesis noise by V = U − W , i.e., V is the noise in the synthesis
output due to (coding) error in the texture/depth images.

To facilitate the analysis, we consider an intermediate step to
model the synthesis noise. As shown in Figure 2.b, we consider the
case when the reconstructed texture images and the original depth
images are used in the synthesis to produce the output Y . Note that
U and Y are different solely due to the fact that reconstructed texture
frames X̂l, X̂r are used in the synthesis instead of the original tex-
ture. Thus, N = U − Y is the noise component due to lossy coding
of texture frames. On the other hand, Z = Y −W is the additional
distortion due to error in the depth images. Note that V = N + Z.
Assuming N , Z are uncorrelated and E[N ] = 0,

E[V 2] = E[N2] + E[Z2] + 2E[NZ] (3)
= E[N2] + E[Z2] (4)

1To ease the discussion, we assume the distortions in the texture/depth
images are due to coding. However, the analysis is applicable to other tex-
ture/depth errors, e.g., sensing errors.

(4) suggests that the synthesis noise power due to texture image cod-
ing (E[N2]) and depth image coding (E[Z2]) can be estimated sep-
arately. As will be seen, this simplifies the estimation of each com-
ponents, and the total noise power can be approximated simply by
summing the two components.
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Fig. 2. Analysis of the rendering error. (a) Synthesis with the original tex-
ture and original depth images. (b) Synthesis with the reconstructed texture
and original depth images. (c) Synthesis with the reconstructed texture and
reconstructed depth images. N is the noise due to error in texture images. Z
is the noise due to error in depth images. V is the overall synthesis noise.

2.1. Estimate the noise power due to texture coding

We proceed to discuss how to estimate the two component noise
signals in (4). We first focus on the noise caused by lossy coding of
texture image. Refer to Figures 2.a and 2.b,

N(m,n) = U(m,n)− Y (m,n) (5)
U(m,n) = αUl(m,n) + (1− α)Ur(m,n)

= αXl(m
′, n) + (1− α)Xr(m

′′, n) (6)
Y (m,n) = αYl(m,n) + (1− α)Yr(m,n)

= αX̂l(m
′, n) + (1− α)X̂r(m

′′, n) (7)

Therefore,
N(m,n) = α(Xl(m

′, n)− X̂l(m
′, n)) +

(1− α)(Xr(m
′′, n)− X̂r(m

′′, n)) (8)

In (6), pixel in Xl at location (m′, n) is copied to the intermediate
image Ul location (m,n). Likewise, in (7), pixel in X̂l at location
(m′, n) is copied to intermediate image Yl location (m,n). Im-
portantly, pixels in Xl and X̂l involved in computing N(m,n) are
spatially collocated, at (m′, n) (similarly for the right camera), as
we choose to decouple the estimation into two steps, and in the first
step the same (original) depth information is used in both (6) and (7)
to calculate the disparity. The fact that pixels involved in computing
N(m,n) are collocated simplifies the estimation:

E[N2] = α2E[(Xl − X̂l)
2] +

(1− α)2E[(Xr − X̂r)
2] +

2α(1− α)ρNσXl−X̂l
σXr−X̂r

(9)

Here Xl − X̂l and Xr − X̂r are the texture coding noise signals,
and ρN is the correlation coefficient between Xl − X̂l and Xr −
X̂r . ρN tends to be small, and depends on the quality of texture
image coding. In particular, if the texture images are encoded at low
quality, there would be considerable structural information remained



in Xl − X̂l and Xr − X̂r , and they would be more correlated. We
trained a model to estimate ρN (parameterized by the average of
E[(Xl − X̂l)

2] and E[(Xr − X̂r)
2]), and the same model is used in

all sequences and coding conditions.

2.2. Estimate the noise power due to depth coding

We then focus on the rendering noise caused by error in the depth
images. Refer to Figures 2.b and 2.c,

Z(m,n) = Y (m,n)−W (m,n) (10)
Y (m,n) = αYl(m,n) + (1− α)Yr(m,n) (11)
W (m,n) = αWl(m,n) + (1− α)Wr(m,n) (12)

Substitute (11) and (12) into (10), and with Zl = Yl − Wl, Zr =
Yr −Wr , we have

Z(m,n) = αZl(m,n) + (1− α)Zr(m,n) (13)
E[Z2] = α2E[Z2

l ] + (1− α)2E[Z2
r ] +

2α(1− α)ρZσZlσZr (14)

(14) suggests that the noise power due to depth error can be esti-
mated from the error components Zl, Zr in the left/right cameras
respectively. To estimate E[Z2

l ] (and likewise E[Z2
r ]),

Zl(m,n) = Yl(m,n)−Wl(m,n) (15)
= Yl(m,n)− Yl(m−∆ml, n) (16)

Here the depth error causes a horizontal position error ∆ml. From
(16), the PSD of Zl can be derived:

ΦZl(ω1, ω2) = 2(1− cos(∆ml · ω1))ΦYl(ω1, ω2) (17)

Since ∆ml is random, we take expectation in (17) w.r.t. the proba-
bility distribution of ∆ml, p(∆ml):

ΦZl(ω1, ω2) = 2(1− E[cos(∆ml · ω1)])ΦYl(ω1, ω2)(18)
= 2(1− Re{P (ω1)})ΦYl(ω1, ω2) (19)

where P (ω1) is the Fourier transform of p(∆ml), and Re{P (ω1)}
denotes the real part of P (ω1). (19) can be derived by using the iden-
tity: cos(∆ml ·ω1) = (ej∆ml·ω1 + e−j∆ml·ω1)/2. Approximating
ΦYl by ΦX̂l

, we obtain:

ΦZl(ω1, ω2) ≈ 2(1− Re{P (ω1)})ΦX̂l
(ω1, ω2) (20)

(20) suggests that the PSD of the error due to lossy coding of the
(left) depth image is the product of the PSD of the texture signal and
the envelop: 2(1−Re{P (ω1)}), which depends on the distribution
p(∆ml). The distribution p(∆ml) for the left camera depends on
the depth error and the camera set-up, and can be readily obtained
from Dl, D̂l and binning ∆ml (similarly for the right camera):

∆ml(m,n) = kl(Dl(m,n)− D̂l(m,n)) (21)

Here kl is a spatially invariant constant depending only on the cam-
era setup:

kl =
f · bl
255

(
1

znear
− 1

zfar
) (22)

We integrate ΦZl in (20) to estimate E[Z2
l ].

To illustrate how ΦZl depends on p(∆ml), Figure 3 depicts the
empirical p(∆ml) of a video frame from the sequence Kendo, the
corresponding envelope 2(1− Re{P (ω1)}), the PSD of the texture
signal, and the PSD of the rendering noise. As suggested in Figure 3,
error due to lossy depth coding mostly depends on the high frequen-
cies of the texture signals. This agrees with the observation that lossy
depth coding causes more rendering artifacts in scenes with a lot of
textures (which have a lot of high frequencies), but less degradation
in homogeneous scenes (which have primarily low frequencies).
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Fig. 3. Rendering noise due to depth errors. (a) Empirical distribution of the
position errors, p(∆ml). This is computed from depth errors. (b) The corre-
sponding frequency envelope: 2(1 − Re{P (ω1)}). Note that the envelope
attenuates low horizontal frequency signals. (c) PSD of the texture signals.
(d) PSD of the rendering noise due to errors in the depth images. This is
the product of (b) and (c). A valley at the low horizontal frequency can be
observed.

2.3. Model summary

Here we summarizes the modeling process, which estimates the noise
power in the synthesis output from Xl, Xr , X̂l, X̂r , Dl, Dr , D̂l, D̂r

analytically. First, mean squared errors (MSEs) between Xl and X̂l,
and between Xr and X̂r , are computed and used in (9) to determine
E[N2]. Fast Fourier transform (FFT) of X̂l is used to compute ΦX̂l

in (20), and P (ω1) is determined from p(∆ml), which in turn is
estimated from Dl and D̂l and binning ∆ml following (21). E[Z2

l ]
can then be estimated by integrating ΦZl . E[Z2

r ] can be estimated in
a similar way. E[Z2

l ] and E[Z2
r ] are then used in (14) to estimate the

noise power due to depth coding, E[Z2]. In addition, we found that
ρZ , the correlation coefficient between Zl and Zr , would depend on
the variances of ∆ml and ∆mr . In particular, the correlation de-
creases as the variances of the position error increase. We trained a
model to estimate ρZ (parameterized by the average of the variances
of ∆ml and ∆mr), and the same model is used for all sequences
and conditions. Finally, E[N2] and E[Z2] are summed to estimate
the noise power in the synthesis output following (4).

Note that some approximation of ΦX̂l
and ΦX̂r

can be used,
e.g., by modeling the texture signals as spatial random fields with
isotropic autocorrelation functions [16]. In addition, depth errors can
be modeled as Gaussian or Laplacian distributed random variables
with variances E[(Dl − D̂l)

2] and E[(Dr − D̂r)
2], and p(∆ml)

and p(∆mr) can be derived following (21).

3. EXPERIMENTS
We have performed experiments to verify the accuracy of the pro-
posed models. Following the camera configurations in the MPEG
3DV 2-view test cases [11], two reference views were used to render
a virtual view in-between. Both the texture and depth videos were



encoded with JMVC Encoder 8.3.1. Each group-of-pictures con-
sisted of an anchor frame and several hierarchically coded B frames.
Inter-view prediction were also used in encoding. Quantization pa-
rameters (qp) were set to be 32, 36, 40 and 44 for both texture and
depth image encoding. VSRS 3.5 were used to synthesis the virtual
view, with the merging method chosen to be averaging.

We found that our proposed model requires a constant adjust-
ment to be accurate. The constant adjustment is the same for all
coding conditions, but different for different sequences. We conjec-
ture that this is due to the fact that the distribution of the depth error
is not entirely random in transform coding. In particular, errors tend
to occur more frequently along the edges of the depth images. When
these depth edge errors coincide with some strong texture edges,
the resulting rendering errors could be substantial and become non-
negligible biases to the overall synthesis noise. Such biases tend to
be video sequence specific, as they depend on how often depth edges
collocate with strong texture edges. While we are still investigating a
model for these biases, our current model is sufficient to evaluate the
change in quality with different encoding conditions and situations,
and in many practical applications this is sufficient.

Figures 4 and 5 compare the empirical results and the model re-
sults for sequences Kendo (1024 × 768) and PoznanHall2 (1920 ×
1088). The empirical results were measured from the rendering out-
put of VSRS. The model results were computed following the dis-
cussion in Section 2. A sequence specific constant has also been
added to the estimated synthesis noise power (and the same constant
for all coding conditions). As shown in the figures, the model can ac-
curately estimate the synthesis quality after the constant adjustment.
The results also suggest that, with lower quality texture images (e.g.,
color qp = 44), only small gains in the rendering output can be
obtained with improving the quality of the depth images (reducing
depth qp). This is because with lower quality texture images the
noise due to texture coding E[N2] dominates the overall synthesis
noise power in (4), and reduction in E[Z2] has only a small impact.
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Fig. 4. Modeling result: Kendo. Results are shown for texture images en-
coded with different qp (color qp). The horizontal axis represents the qp used
in encoding the depth images (depth qp), and the vertical axis represents the
rendering quality. Empirical PSNR were obtained using the actual rendered
videos from VSRS instead of model.

4. CONCLUSIONS

We have proposed an analytical model to estimate the rendering
quality in 3D video. The model relates errors in the depth images
to the rendering quality, taking into account texture image character-
istics, texture image quality, the camera configuration and the ren-
dering process. We decoupled the estimation of the power of the
synthesis noise into two steps, one focusing on the error due to tex-
ture coding, and the other focusing on the error due to depth coding.
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Fig. 5. Modeling result: PoznanHall2.

We showed that the PSD of the rendering errors due to depth coding
is the product of the PSD of texture data and a frequency envelope
depending on the probability distribution of the position errors. Ex-
periment results showed that the model can accurately estimate the
synthesis noise up to a constant offset. Thus, the model can be used
to predict the change in rendering quality for different system de-
signs.
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