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Abstract

Pan-sharpening is an image fusion process in which high resolution (HR) panchromatic (Pan)
imagery is used to sharpen the corresponding low resolution (LR) multi-spectral (MS) imagery.
Pan-sharpened MS images generally have high spatial resolutions, but exhibit color distortions.
In this paper, we propose a dictionary learning based pan-sharpening process to reduce the color
distortion caused by the interpolation of the MS imagery. Instead of interpolating the LR MS
image before fusion, we generate an improved MS image which is sparse with respect to a dictio-
nary learned from the image data. Our experiments on degraded QuickBird and IKONOS images
demonstrate that the distortion in the MS images produced using our approach is significantly
reduced.
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ABSTRACT

Pan-sharpening is an image fusion process in which high resolution

(HR) panchromatic (Pan) imagery is used to sharpen the correspond-

ing low resolution (LR) multi-spectral (MS) imagery. Pan-sharpened

MS images generally have high spatial resolutions, but exhibit color

distortions. In this paper, we propose a dictionary learning based

pan-sharpening process to reduce the color distortion caused by the

interpolation of the MS imagery. Instead of interpolating the LR MS

image before fusion, we generate an improved MS image which is

sparse with respect to a dictionary learned from the image data. Our

experiments on degraded QuickBird and IKONOS images demon-

strate that the distortion in the MS images produced using our ap-

proach is significantly reduced.

Index Terms— Pan-sharpening, Dictionary learning, K-SVD,

Sparse representation.

1. INTRODUCTION

A large number of satellite imaging systems, such as QuickBird,

IKONOS and ALOS, produce two kinds of imagery: panchromatic

(Pan) and multi-spectral (MS). Pan imagery provides high spatial

resolution but no color information, whereas MS imagery provides

color spectrum information but reduced spatial resolution. For a va-

riety image applications, such as target and material identification, it

is necessary to obtain MS images with both high spatial and spectral

quality. To generate those images, pan-sharpening techniques have

been developed to fuse MS imagery and Pan imagery and produce

high spatial resolution MS imagery.

A large number of pan-sharpening methods have been devel-

oped in the past decades, such as Intensity-Hue-Saturation (IHS),

Principal Component Analysis (PCA), wavelet based fusion, varia-

tional methods and others [1–3]. Although these approaches seem

quite different, their basic steps are very similar. First, the low res-

olution (LR) MS image is interpolated into the same size as the

high-resolution (HR) Pan image. Second, the high frequency com-

ponent of the Pan image is injected in the interpolated MS image in

a method-dependent way. For instance, in the IHS-based method,

the intensity (I) component of the interpolated MS image is replaced

by the Pan image, whereas in the PCA-based method, the principal

component of the interpolated MS image is replaced by the Pan im-

age. The last step is to transform the fused data back to the image

domain to achieve a fused MS image.

Pan-sharpened MS images generally have good spatial resolu-

tions, but often exhibit color distortions [4]. To improve color accu-

racy and reduce color distortion, a variety of algorithms have been

developed, each specific to a particular fusion technique or image

set [2]. Most of these algorithms focus on how to inject the high fre-

quency component of the Pan image in the interpolated MS image,

paying little attention on the distortion caused by interpolating the

MS at the initialization of the fusion process.

Recent developments in compressive sensing, sparse representa-

tions and dictionary learning have provided us with new tools to ad-

dress this problem. Specifically, dictionary learning has already been

applied to pan-sharpening problems [5, 6], where HR Pan and LR

MS images are treated as compressive measurements. Using sparsity

in a learned dictionary as a regularization prior, the HR MS images

can be recovered by solving a sparse recovery problem. However,

these methods require a large amount of HR MS images to train the

dictionary, which are typically not available in practice.

In this paper, we propose a dictionary learning (DL) based pan-

sharpening process aiming to reduce the color distortion caused by

interpolating the MS image, without requiring a large training set.

Compared to previous pan-sharpening methods, the novelty of our

DL based pan-sharpening lies in three aspects: (1) it focuses on gen-

erating a MS image with improved resolution using DL instead of

simply interpolating the LR MS image. Thus, it can be combined

with any existing pan-sharpening algorithm that is initialized by in-

terpolating a MS image; (2) it does not require a large amount of HR

MS images to learn dictionary, only the images to be sharpened; (3)

it provides an iterative algorithm to update the MS image according

to image sparsity and consistency, yielding a MS image with less

distortion. In addition, our DL based process can be applied to hy-

perspectral data with minimal modifications.

The next section provides some background on DL, as well

as details on our DL-based pan-sharpening method. In Section 3,

we provide experimental validation on degraded QuickBird and

IKONOS images with quantitative analysis. Section 4 discusses the

results and concludes.

2. DICTIONARY LEARNING BASED PAN-SHARPENING

2.1. Background

Dictionary learning is the process of learning a set of vectors (atoms)

which can be used to sparsely represent a signal. Consider a signal

x ∈ Rn×1 represented by x = Dα, where D ∈ Rn×k is a dic-

tionary that contains the atoms as its columns, and α ∈ Rk×1 is

the representation vector. The structure exhibited in large variety

of natural signals of interest can be captured by assuming that α is

a sparse vector under appropriate choice of the dictionary D, i.e.,

a linear combination of a few atoms from D are able to represent

the signal x with small error. For example, natural images can be

sparsely represented in carefully designed dictionaries, such as the

DCT or a wavelet basis. Designed dictionaries typically offer the ad-

vantage of efficient implementation and signal-independent design.

An alternative choice is to learn the dictionary from a set of

source signals (training data) Y = {y1, . . . ,yL}. The basic idea

of dictionary learning is to learn a dictionary that produces the best



sparse representations for the training data. If subsequent observed

signals {x} (field acquired or testing data) exhibit similar struc-

ture, they will also produce a good sparse representation in the

learned dictionary. Dictionary learning has demonstrated significant

improvements in image de-noising, image inpainting, and other

applications [7, 8].

To learn the dictionary from the training data, typical algorithms

such as the K-SVD [7] attempt to solve the following problem:

D̃ = argmin
D,α||Y −Dα||2F s.t. ∀l ||αl||0 ≤ T0, (1)

where α = [α1, α2, ..., αL] is the set of sparse coefficient vectors

corresponding to the L training vectors, T0 is the desired sparsity

level, and || · ||F denotes the Frobenius norm.

2.2. Learning and using the dictionary

The objective of pan-sharpening is to reconstruct a HR MS image

given a HR Pan image and a LR MS image. Exploiting the fact

that different materials exhibit different colors and Pan values, we

explore the structure of color spectrum using the principles of dic-

tionary learning. To achieve this goal, we consider signal vectors

coupling color and Pan features extracted from the given MS and

Pan images x = [(xMS)T (xPan)T ]T . Since the given MS im-

age has low resolution, some of the high-resolution image coeffi-

cients include only Pan information xPan but no color information

xMS . Using the signal vectors with no missing data—denoted using

Y ⊂ {x}—we learn a dictionary to represent the signal structure.

We use the dictionary to fill in the missing values of xMS by treat-

ing the corresponding Pan information xPan as testing data to be

sparsely represented in the learned dictionary.

We consider a pan-sharpening problem where one LR MS image

and one HR Pan image are available and are well registered. Without

loss of generality, we assume the LR MS image is composed of M

bands, each of size I × J , and the Pan image is of size NI × NJ ,

having N times the resolution of the LR MS image (for QuickBird

and IKONOS satellite imaging systems, M = 4 and N = 4). There-

fore, each pixel in the LR MS image corresponds to an N ×N patch

in the HR Pan image. For all I × J LR MS pixels, there are I × J

corresponding patches of size N×N , and vice versa. Note that these

I × J patches do not overlap with each other and tile the whole Pan

image. We learn a dictionary using those patches. To use that dic-

tionary and form an HR MS image of the size NI × NJ we then

consider all of the overlapped patches of size N × N , each map-

ping to an HR MS pixel. This mapping process allows us to use the

learned dictionary on all the HR MS pixels.

The training data are built as follows. Let zMS
i,j = [z

(1)
i,j z

(2)
i,j ...

z
(M)
i,j ]T represent the M dimensional vector of color values of pixel

(i, j) in the MS image with mean value z̄MS
i,j , and zPan

(Ni,Nj) =

[z(N(i−1)+1,N(j−1)+1) ... z(Ni,Nj)]
T the N2 dimensional vector

of gray values of the corresponding N × N patch in the Pan image

cornered at pixels (N(i−1)+1, N(j−1)+1) and (Ni,Nj), with

mean value z̄Pan
i,j . Dictionary learning algorithms typically subtract

the mean value of each training data vector. Yet, our experience

demonstrated that the mean values of the color spectrum and Pan

patches are important for pan-sharpening. Thus, we keep the mean

values as extra features in the training data vector. In other words, for

each pixel in the MS image, we consider an M +1 dimensional MS

feature vector yMS
i,j = [(zMS

i,j )T − z̄MS
i,j , z̄MS

i,j ]T , with i = 1, 2, ..., I

and j = 1, 2, ..., J , and for each corresponding Pan patch an N2+1
dimensional Pan feature vector yPan

i,j = [(zPan
i,j )T − z̄Pan

i,j , z̄Pan
i,j ]T .

The training data incorporate spatial information by coupling the two

Algorithm 1 Iterative algorithm to minimize (2)

1: Input ǫ0, K, λ, and T0

2: initialize k = 0, err = 1, XMS
0 = X̄MS .

3: while k < K and err > ǫ0 do

4: k = k + 1
5: α̃ = argminα||Xk−1 − D̃α||2F s.t. ∀l, ||αl||0 ≤ T0

6: X̃k = D̃α̃

7: XMS
k = E

MS
X̃k+λX̄MS

1+λ

8: Xk =
[

(XMS
k )T (XPan)T

]T

9: err =
||XMS

k
−X

MS

k−1
||F

||XMS

k
||F

10: end while

11: Output X̂ = Xk.

feature vectors in yi,j = [(yMS
i,j )T (yPan

i,j )T ]T . For all pixels in the

MS image, we form an (M +N2 + 2)× (IJ) training data matrix

Y = {yi,j}. Note that the training data are built using only the Pan

image and the MS image to be sharpened. We learn the dictionary

using the K-SVD [7].

The testing set used to recover the missing data in the HR MS

image are built in the similar way, except that the Pan patches are

overlapped. Let xp,q = [(xMS
p,q )T (xPan

p,q )T ]T represent the testing

data vectors with p = 1, 2, ..., NI and q = 1, 2, ..., NJ , and X =
[(XMS)T (XPan)T ]T the testing data matrix. Since we do not

have HR MS image available, most of the MS related entries in the

testing data are missing and are filled in using the learned dictionary.

2.3. Iterative updating algorithm

Given the learned dictionary, we need to predict the missing data in

the testing set. One option could be to fill in the missing data us-

ing principles of DL-based image inpainting [5]. Unfortunately, this

approach does not work well because the missing data are not ran-

domly distributed in the testing data matrix but uniformly distributed

in the MS image. Intuitively, since different colors may correspond

to the same gray level, it is impossible to predict colors according to

gray value of a pixel without knowing any other information.

To solve this problem, more constraints on the testing data are

necessary. Considering the fact that the interpolated MS image is

a good estimate of the HR MS image, we put a constraint on the

distance between the interpolated MS image and the DL prediction.

In other words, we treat the interpolated MS image as a noisy ver-

sion of the HR MS image, with a constraint on the noise level. We

formulate the objective function as follows.

X̂ = argmin
X,α||X− D̃α||2F + λ||EMS

X− X̄
MS ||2F

s.t. ∀l, ||αl||0 ≤ T0 and E
Pan

X = X
Pan

, (2)

where EMS is the first (M +1) rows and EPan is the last (N2+1)
rows of an (M + N2 + 2) × (M + N2 + 2) identity matrix, and

X̄MS denotes the MS feature of the linear interpolated MS image.

The weight λ controls the contribution of the interpolated MS image.

When λ = ∞, the solution of (2) is the interpolated MS image;

and when λ = 0, (2) is equivalent to the image inpainting model

in [7]. Note that (2) is not a convex problem and a global optimal is

not guaranteed. To solve (2), we develop the iterative algorithm in

Algorithm 1.

Once we obtain X̂, we can map it onto the MS image Ẑ. Since

the training data do not include any HR MS image information, the

MS image with dictionary learning is still a little bit blurry. Nev-

ertheless, the DL based MS image resolution is much better than



the interpolated MS image, as observed in the experimental results

shown in Section 3. Thus, color distortion is reduced when using one

of the standard pan-sharpening methods in subsequent processing.

3. EXPERIMENTS

3.1. Evaluation methods

To demonstrate the improvement of pan-sharpening with dictionary

learning, we pan-sharpen the degraded images and compare the

fused MS image with the source MS image before degradation (the

ground truth). There are several metrics to quantitatively analyze

the quality of pan-sharpened images; we consider the spectral angle

mapper (SAM), the correlation coefficient (CC), and the signal-to-

noise ratio (SNR).

The SAM is a global measure of spectral distortion. Let zi,j =

[z
(nir)
i,j z

(r)
i,j z

(g)
i,j z

(b)
i,j ]

T and ẑi,j = [ẑ
(nir)
i,j ẑ

(r)
i,j ẑ

(g)
i,j ẑ

(b)
i,j ]

T de-

note the spectral vectors of pixel (i, j) of the source image Z and the

fused image Ẑ, respectively. The SAM is calculated by

SAM =

I
∑

i=1

J
∑

j=1

arccos

(

〈zi,j , ẑi,j〉

||zi,j ||2 · ||ẑi,j ||2

)

. (3)

If the fused image is identical to the source image, the SAM value

goes to zero.

The correlation coefficient indicates the degree of correlation be-

tween Z and Ẑ. The correlation coefficient (CC) of band b is calcu-

lated by

CC
(b) =

∑

i

∑

j
[z

(b)
i,j − z̄(b)][ẑ

(b)
i,j − ¯̂z(b)]

√

∑

i

∑

j
[z

(b)
i,j − z̄(b)]2

∑

i

∑

j
[ẑ

(b)
i,j − ¯̂z(b)]2

, (4)

where z
(b)
i,j and ẑ

(b)
i,j denote the pixel values of (i, j) in band b of the

source MS image and the corresponding fused image respectively,

and z̄(b) and ¯̂z(b) denote the overall average values of band b respec-

tively. When Ẑ = Z , the correlation coefficient equals one.

The signal-to-noise ratio (SNR) gives the standard measure of

noise level. It is defined in dB as

SNR
(b) = 10 log10

∑I

i=1

∑J

j=1(z
(b)
i,j )

2

∑I

i=1

∑J

j=1(z
(b)
i,j − ẑ

(b)
i,j )

2
. (5)

The higher the SNR, the better.

3.2. QuickBird Data

The QuickBird satellite system provides Pan images at 0.7m reso-

lution and MS images at 2.8m resolution with four bands of near

infra-red (NIR), red, green, and blue [9]. In order to evaluate our

pan-sharpening results we manually degrade the Pan and MS im-

ages with low-pass filter (Gaussian kernel with unit variance) and

downsample by four to yield one 2.8m Pan image and one 11.2m

resolution MS image. Pan-sharpening is then performed on the de-

graded images and the pan-sharpened results are compared with the

source 2.8m MS images. Fig. 1 shows an example of the degraded

QuickBird MS image and Pan image of Sundarbans. For the MS

image we only plot the RGB components, although we include the

NIR component in our evaluation. The degraded Pan image is com-

posed of 320×320 pixels and the degraded MS image 80×80 pixels,

both covering an identical area of 896m×896m. Given the degraded

Pan and MS images, we learn an over-complete dictionary of 300

(a) Low resolution MS image (b) Pan image

Fig. 1. Downgraded QuickBird MS and Pan image

(a) DL based MS image (b) Interpolated MS image

Fig. 2. MS image using (a) DL, and (b) Bicubic interpolation.

atoms. With the learned dictionary, we update the MS image using

the proposed iterative algorithm with parameter settings ǫ0 = 10−3,

K = 20, λ = 1. The results are shown in Fig. 2(a). For compari-

son, we plot the classical bicubic interpolated MS image in Fig. 2(b).

We observe that the MS image resolution is significantly improved

with dictionary learning, especially in the texture edges. For fur-

ther improvement, we consider IHS, PCA, and wavelet based pan-

sharpening, with the corresponding results shown in Fig. 3. The pan-

sharpening results using DL are noticeably better than those without

DL. To quantify the improvement, the SAM, CC, SNR values are

computed as listed in Table 1. All values in the table indicate that

the pan-sharpening performance is improved using the DL process.

3.3. IKONOS Data

The IKONOS satellite captures 1m-resolution Pan images and 4m-

resolution MS image covering NIR, red, green, and blue bands as

well [10]. Similarly, we perform pan-sharpening on degraded im-

ages and compare the results with the original MS images. Fig. 4

shows an example of the degraded IKONOS images (RGB and Pan)

of Sichuan, China. The degraded Pan image is 320×320 pixels and

the degraded MS image is 80×80 pixels, both covering an area of

320m×320m. Again, we learn a dictionary of 300 atoms, and test on

the testing data. The MS image result after DL is shown in Fig. 5(a)

with improved resolution, compared to the interpolated MS image is

Table 1. Comparison of fusion results with degraded QuickBird data

DL-
IHS

IHS DL-
PCA

PCA DL-
wavelet

Wavelet

SAM .1066 .1119 .1719 .1994 .1412 .1445

nir .9625 .9301 .9445 .7759 .9556 .9156
r .9338 .9112 .5237 .5191 .8995 .8857

CC g .9190 .8871 .4969 .4846 .8706 .8559
b .9097 .8677 .5474 .4738 .8515 .8368

nir 17.97 14.90 14.93 10.21 17.53 14.79
r 15.98 14.40 8.24 8.07 14.22 13.68

SNR g 15.84 14.15 9.15 9.02 14.09 13.60
b 14.96 13.15 8.83 8.41 12.81 12.41
all 16.00 14.10 9.44 8.77 14.27 13.51



(a) DL-IHS fusion (b) DL-PCA fusion (c) DL-Wavelet fusion

(d) IHS fusion (e) PCA fusion (f) Wavelet fusion

Fig. 3. Pan-sharpened QuickBird image using (a) DL-IHS, (b) DL-PCA, (c)
DL-Wavelet, (d) IHS, (e) PCA, and (f) Wavelet.

(a) Low resolution MS image (b) Pan image

Fig. 4. Downgraded IKONOS Sichuan MS and Pan image

shown in Fig. 5(b). Using these MS images, we perform IHS, PCA,

and wavelet based pan-sharpening with the pan-sharpened results

shown in Fig. 6 and the SAM, CC, SNR values listed in Table 2. We

observed consistent improvement with color distortion, as indicated

by the SAM, while for the CC and SNR, most values are improved,

with few exceptions.

4. CONCLUSION

We propose a dictionary learning-based pan-sharpening process.

Our experimental results show the improvement using dictionary

learning in a number of figures of merit, including the spectral

angle mapper (SAM), the correlation coefficient(CC) and the signal-

to-noise ratio (SNR), as well as in subjective evaluation. Com-

pared with other existing pan-sharpening algorithms—including

dictionary-learning based ones—our dictionary learning process

does not require a large amount of high resolution MS images for

training, and can be incorporated in other pan-sharpening algorithms

Table 2. Comparison of fusion results with degraded IKONOS data

DL-
IHS

IHS DL-
PCA

PCA DL-
wavelet

Wavelet

SAM .1203 .1293 .1176 .1369 .1581 .1617

nir .9543 .9496 .8632 .8182 .9475 .9195
r .9134 .9149 .8759 .8496 .8981 .8756

CC g .9215 .9245 .9065 .8828 .9052 .8838
b .8761 .8683 .8835 .8286 .8424 .8260

nir 17.47 16.75 12.55 11.58 17.41 15.59
r 14.54 14.52 10.76 10.56 13.92 13.05

SNR g 14.65 14.68 10.71 10.45 13.85 13.00
b 11.76 11.53 9.70 9.21 10.36 9.87
all 14.88 14.66 11.18 10.68 14.10 13.16

(a) DL based MS image (b) Interpolated MS image

Fig. 5. MS image using (a) DL, and (b) Bicubic interpolation.

(a) DL-IHS fusion (b) DL-PCA fusion (c) DL-Wavelet fusion

(d) IHS fusion (e) PCA fusion (f) Wavelet fusion

Fig. 6. Pan-sharpened IKONOS image using algorithms (a) DL-IHS, (b)
DL-PCA, (c) DL-Wavelet, (d) IHS, (e) PCA, and (f) Wavelet.

that use MS interpolation. Our dictionary learning process can be

easily extended to fuse hyper-spectral data with small modifications.
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