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Abstract

We analyze the impact of the matching network on compact multiple-input multiple-output sys-
tems. Existing studies have found that the matching network has a significant influence on the
performance of multiple antenna systems when the antennas are in close proximity. However,
none has examined the wide-band case. In this paper, we investigate the wide-band performance
of four different matching networks for multiple dipole antennas. The performance of the match-
ing networks is given in terms of the bandwidths of correlation and matching efficiency, which
are extensions of the single-antenna concept of bandwidth to multiple antenna systems. We also
investigate the impact of the propagation conditions on the matching and bandwidth. For a uni-
form two-dimensional (2-D) angular power spectrum, we find that while individual-port match-
ing can achieve in excess of 3% fractional correlation bandwidth for envelope correlation of 0.5
at an antenna separation of 0.01lambda, multiport matching is required for efficiency bandwidth
to exist for a return loss of -6 dB. Moreover, even with multiport matching, both correlation
and efficiency bandwidths decrease drastically at small antenna separations. At 0.01lambda, the
correlation and efficiency bandwidths are 0.4% and 0.2%, respectively. Similar evaluations were
performed for measured outdoor-to-indoor channels with moderate to small 2-D angular spreads.
We find that the efficiency advantage of multiport matching over individual-port matching dimin-
ishes with decreasing angular spread
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Abstract—We analyze the impact of the matching network
on compact multiple-input multiple-output systems. Existing
studies have found that the matching network has a significant
influence on the performance of multiple antenna systems when
the antennas are in close proximity. However, none has examined
the wide-band case. In this paper, we investigate the wide-band
performance of four different matching networks for multiple
dipole antennas. The performance of the matching networks is
given in terms of the bandwidths of correlation and matching
efficiency, which are extensions of the single-antenna concept
of bandwidth to multiple antenna systems. We also investigate
the impact of the propagation conditions on the matching and
bandwidth. For a uniform two-dimensional (2-D) angular power
spectrum, we find that while individual-port matching can achieve
in excess of 3% fractional correlation bandwidth for envelope
correlation of 0.5 at an antenna separation of 0.01 , multiport
matching is required for efficiency bandwidth to exist for a return
loss of 6 dB. Moreover, even with multiport matching, both
correlation and efficiency bandwidths decrease drastically at
small antenna separations. At 0.01 , the correlation and efficiency
bandwidths are 0.4% and 0.2%, respectively. Similar evaluations
were performed for measured outdoor-to-indoor channels with
moderate to small 2-D angular spreads. We find that the efficiency
advantage of multiport matching over individual-port matching
diminishes with decreasing angular spread.

Index Terms—Antenna arrays, antenna efficiency, correlation,
impedance matching, mutual coupling.

I. INTRODUCTION

MULTIPLE-input multiple-output (MIMO) systems make
use of multiple antennas at both the transmitter and

receiver ends to exploit the spatial channel for increasing the
capacity [1]–[6]. The advantages of MIMO systems are well
known and have led to a large number of publications, as
well as the emergence of commercial systems based on this
technology.

Correlation of the signals at the different antenna elements
can considerably decrease the capacity of a MIMO system [7].
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Such correlation occurs particularly for compact MIMO sys-
tems, where the separation between the antennas is small; this
effect has been investigated extensively [8]. In addition, for a
small separation, the effect of mutual coupling between the an-
tennas becomes important. It is well known that mutual cou-
pling distorts antenna patterns and therefore modifies the corre-
lation results [9], [10]. The change in input impedances of the
antennas is another consequence of mutual coupling, and it re-
sults in greater mismatch between the antennas and their corre-
sponding source and load impedances [11].

Many existing studies present interesting results on the
impact of mutual coupling on the performance of narrow-band
compact multiple antenna systems in different propagation
environments. While some describe correlation or diversity
gain performance [9]–[15], others consider radiation efficiency
[11], [16] and capacity [13]–[20]. In particular, conflicting
views arise on the impact of mutual coupling on capacity
performance, with some claiming mutual coupling effects to
be beneficial for capacity [13], while others either completely
disagree [14], [18], [19] or indicate that its benefits apply only
to selected cases (e.g., a range of antenna separations) [15],
[16]. The discrepancy is largely due to different assumptions
on the system setup, e.g., whether the transmit power or source
voltage is kept constant. Antenna matching has an important
impact on these assumptions. However, with the exceptions
of [12] and [16], these studies only employ simple matching
circuits (such as 50 and open circuit terminations).

The use of -parameter representation to model an entire
narrow-band communication system was proposed in [12],
[16], and [20]. Using this approach, a more diverse range of
matching networks, including optimum multiport matching, has
been studied in the context of antenna correlation and diversity
gain [12] and capacity [16]. The results indicate the importance
of matching network in the performance of narrow-band MIMO
systems [12], [16].

While the narrow-band studies in [12] and [16] give
valuable insights into the performance of compact antenna sys-
tems, many newer wireless communications systems such as
WCDMA and IEEE802.11a are wide-band, in the sense that the
antenna systems of these wireless devices are required to op-
erate within sizeable fractional bandwidths. While narrow-band
matching can be made ideal, wide-band matching has funda-
mental theoretical as well as practical limits. Therefore, it is
crucial to study the wide-band performance of such antenna
systems for successful implementations in future systems.

In this paper, we extend the approach of [12] to study the im-
pact of four different matching networks on the performance of
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wide-band systems. They include the characteristic match, self-
impedance match, and multiport conjugate match [12], as well
as a novel individual-port input impedance match [21], [22],
which under uniform three-dimensional (3-D) angular power
spectrum gives zero antenna correlation for any antenna separa-
tion. We show numerically how the wide-band compact antenna
systems perform with different matching networks according to
the extent of their matching to the self- and mutual impedances
of the antennas.

As opposed to the single antenna case, where the bandwidth
performance is uniquely defined with respect to a given return
loss, there exists no standard definition of bandwidth for mul-
tiple antennas. This is because the performance of multiple an-
tennas depends on their transmit (or radiation) and receive effi-
ciencies, as well as the correlations among the received signals
at the output of the antenna systems, the latter two of which
also depend on the effects of the propagation environment. With
this in mind, we define antenna correlation and matching effi-
ciency for multiple antennas. We differentiate between transmit
and receive matching efficiencies. The concept of bandwidth
is then applied to each of these criteria. Correlation (or effi-
ciency) bandwidth is then the frequency range in which the cor-
relation (or efficiency) satisfies a given minimum performance
threshold.

We begin this paper with an introduction to the system model
in Section II. Four different matching conditions and their re-
spective implementations are described in Sections III and IV.
In Section V, we define the two performance measures used in
this paper: antenna correlation and matching efficiency, as well
as the concept of bandwidth as derived from them. This is fol-
lowed by numerical and simulation results in Sections VI–VIII,
which demonstrate the impact of matching networks on the per-
formance of compact antenna systems in different propagation
environments. In particular, we consider the classical uniform
two-dimensional (2-D) angular power spectrum (APS) and the
measured wide-band outdoor-to-indoor channels [23]. For com-
pleteness and readers’ convenience, we also incorporate reviews
of the state of the art throughout this paper.

II. SYSTEM MODEL

Fig. 1 presents the simplified model of an MIMO
system. We assume downlink transmission, though the model is
equally applicable for the uplink by reciprocity. The transmit
and receive antenna arrays and the scatterers are assumed to
be in the far field of one another. For notational convenience,
we do not explicitly show the frequency dependence of system
parameters.

A. Transmit Subsystem

In the transmit subsystem or base station (BS), voltage
sources with source impedance are connected to an

matching network, which in turn feeds antennas.
The -antenna configuration with separation distance can
be represented by an impedance matrix . Due to
its single-mode operation [24], the radiated field per unit feed
current of the th antenna may be deduced from and its
azimuthal field with all other antennas open-circuited.

Fig. 1. An M � N MIMO communication system. Dashed line with arrow-
heads represents coupling between antennas.

In our simulations, is obtained using the method-of-mo-
ments (MoM) implementation of [25].

In our numerical evaluations, we analyze a 2 2 MIMO
system. Vertically polarized half-wavelength ( 2) electric
dipole antennas of diameter 400 are approximated by thin
strips of equal length and width of twice the diameter [25].
Although the dipole is uncommon in practice, its simplicity and
well-studied behavior make it a popular reference case.

B. Propagation Channel

Both a frequency flat channel with uniform azimuthal APS
and measured outdoor-to-indoor channels [23] are used for the
numerical simulations; in both cases, 2-D propagation is mod-
eled, i.e., the elevation spread is neglected. The measured chan-
nels provide realistic channel responses in the angle and delay
domains. Each realization of the propagation channel is char-
acterized by its multipath components. Specifically, , , ,
and are, respectively, the direction of departure, direction of
arrival (DOA), complex gain, and delay of the th multipath
component (MPC).

The outdoor-to-indoor measurement campaign reported in
[23] was performed with a RUSK asynchronous transfer mode
channel sounder at a center frequency of 5.2 GHz and a signal
bandwidth of 120 MHz. The measurement environment is
the “E-building” at LTH, Lund University, Sweden, an office
building with brick walls and metal-coated windows. In total,
159 measurements were made for three transmit positions
(Tx1-3) shown in Fig. 2 and 53 receive positions in the of-
fices and corridor. For each transmit–receive position pair, the
SAGE algorithm was used to extract 40 MPCs from 13 MIMO
snapshots.

For the purpose of calculating correlation, we require a large
number of realizations of the channel that has the same statis-
tical properties. Due to shadow fading and different channels
as seen by the transmit and receive positions, different mea-
surement positions cannot be used for this purpose. Therefore,
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Fig. 2. Measurement site: three transmitter positions on the roof and 52 receiver
positions in the offices 2334, 2336, 2337, 2339 (“northern rooms”), 2345, 2343,
2342A, 2340B (“southern rooms”), and the corridor. LOS position (office 2334)
and NLOS position (corridor) are indicated by crosses.

Fig. 3. DOA-delay plot in azimuth plane for (a) LOS and (b) NLOS positions.
Larger circles indicate higher power of the MPCs. Radial axis in meters (with
the delays expressed as the total distances traversed by the MPCs). North of the
site map (see Fig. 2) and broadside of the dipole array correspond to 0 .

we employ the “random phase method” to synthetically gen-
erate 1000 channel realizations from the MPC data for a given
transmit–receive position [26]. We note that as discussed in [26],
the method is reliable especially for small number of array el-
ements and when the MPC data (as extracted by SAGE) cap-
tures most of the receive power at the receive array. With this in
mind, we selected two representative receive positions (for Tx1)
with greater than 85% captured power for our study: 1) a line
of sight (LOS) position with receiver in room 2334, root mean
square (rms) angular spread of 30 , rms delay spread of 5.2 ns,
and 95.8% captured power at a signal-to-noise ratio (SNR) of
19.2 dB, and 2) a non-LOS (NLOS) position with receiver in
corridor, rms angular spread of 51.8 , rms delay spread of 5.1 ns,
and 85% captured power at an SNR of 4.3 dB. These positions
are indicated by crosses in Fig. 2, and the extracted MPCs are il-
lustrated in Fig. 3(a) and (b). We note that our LOS designation
is not strict, in that the “LOS position” not only contains one
dominant LOS path but also has several other dominant paths
clustering around it [see Fig. 3(a)], which is in part due to re-

Fig. 4. Block diagram of the transmit subsystem, with excitation voltage
sources connected to a multiport matching circuit and antenna array.

Fig. 5. Block diagram of the receive subsystem, with coupled antenna array
connected to a multiport matching circuit and individual loads. The excitation
voltages are given by the voltage across open-circuited antenna ports.

flections off the metal coated window. Moreover, the LOS path
is itself attenuated by the double-pane window. Similarly, even
though the “NLOS position” has no dominant path/cluster, the
MPCs are largely confined to some azimuthal angular regions,
thus giving it a moderate angular spread value.

C. Receive Subsystem

The receive subsystem or mobile station (MS) consists of
receive antennas, an matching network, and load
impedance . As with the BS, the induced current per incident
field of the th antenna can be deduced from the impedance
matrix of the receive antennas and induced voltage for the
open-circuit case , both of which are obtained from [25].

D. -Parameter Representation

Although the -parameter representation is often used to rep-
resent the communication blocks in Fig. 1, e.g., [10], it is con-
venient to use the -parameter representation for investigating
antenna correlation and matching efficiency. The - and -pa-
rameter matrices are related by the transform

, where is the (real-valued) charac-
teristic (or reference) impedance.

The block diagrams for the transmit and receive subsystems
are given in Figs. 4 and 5, respectively. The matching network
for both the transmit and receive subsystems is represented by
the matrix [12]

(1)
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where “Side 1” (connected to the antenna ports) and “Side 2”
(connected to the source or load) are indicated.

In Fig. 4, and are the scattering matrices
for the source impedances and transmit antennas, respectively.
It is clear from Fig. 1 that is diagonal. The input reflection
coefficients of the matching network are given by [12]

(2)

In Fig. 5, the voltage sources represent the induced open-cir-
cuit voltages resulting from electromagnetic waves impinging
on the receive antennas in the propagation channel.

and the diagonal matrix are the scattering matrices
for the receive antennas and loads, respectively. We use the same
notation for the matching network, since for the purpose of
this paper, we assume identical transmit and receive arrays, i.e.,

. In this case, the input reflection coefficients of the
matching network is given by

(3)

The voltage across the load network is given by [12]

(4)

where the sources represent the excitation of the receive
antennas from the impinging vertically polarized propagation
waves

(5)

is a complex constant, denotes transpose, and the
transmit radiation pattern
applies to the receive mode by reciprocity [12].

III. MATCHING CONDITIONS

In this paper, we consider only lossless matching networks,
so that , where denotes conjugate-transpose.
Thus, only and need to be specified, while and
can be obtained from

(6)

(7)

using singular value decomposition, as in [12]. There are in-
finitely many solutions of and that satisfy (6) and (7)
[12]. In this paper, we obtain and using Cholesky fac-
torization, which is uniquely defined for positive definite Hermi-
tian matrix. Although by definition a lossless matching network
only guarantees positive semidefiniteness, practical matching
networks such as those described in this paper ensure positive
definiteness. Without loss of generality, we assume that

(8)

In the following, we introduce four different matching condi-
tions, in the order of increasing goodness of the matching. Al-
though the matching conditions are explained in the context of
the receive mode in Fig. 5, they are equally applicable to the
transmit mode in Fig. 4.

A. Characteristic Impedance Match

This is when the antennas are terminated with the load . In
other words, there is no matching network. This can be modeled
either by removal of the matching network in Fig. 5 or by setting

and . The degree of mismatch
depends on the difference between the antenna impedances and
the characteristic impedance.

B. Self Impedance Match

As opposed to [12], where , where
retains only the diagonal elements of the matrix

operand, here we use the more common definition of the
self-impedance match, as given by

(9)

For an isolated antenna, the self-impedance match is also
known as the complex conjugate match [27]. It facilitates max-
imum power transfer to the load when there is no mutual cou-
pling, i.e., the array antennas are infinitely far apart. At finite an-
tenna separations, however, the goodness of the match depends
on the behavior of the mutual impedance which is not taken into
account. In this paper, we also account for the slight variation
in the self-impedance (see [16, Fig. 4]) due to the non-zero in-
duced current along the length of the antenna in open-circuit
condition.

C. Input Impedance Match

While the self-impedance match only takes into account
the self-impedance of the antenna, the input impedance match
also takes into account mutual coupling [21], [22]. The input
impedance match attempts to conjugate-match the antenna pair
individually (one at a time), i.e., there is a separate matching
network for each port, and the -matrix of the matching net-
work is diagonal. For the case of individual-port matching and
where (8) is satisfied, the effect of the matching network of
Fig. 1 can be represented by equivalent matching impedances

. For a two-element transmit array, with one element (de-
noted “1”) excited and the other (denoted “2”) loaded with ,
the input impedance looking into the input ports of the excited
antenna element (see Fig. 14) is given by

(10)

where the mutual impedance by reciprocity and
and are the self-impedances of two antennas. Given that
conjugate match requires (or equivalently,
in -parameters), we can solve for the “optimum” matching load
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either algebraically or iteratively. For the simple case of sym-
metrical dipoles ( ), the unique solution as derived in
the Appendix is given by

(11)

where , . We remark
that the same expression applies to the receiving case, where
the voltage source is now the induced (or open-circuit) voltage
across antenna port 1.

Note that the “optimality” of the input impedance match
refers to maximum power transfer from the single excited
voltage source into the corresponding antenna port, which gives
no consideration to power coupled into adjacent antenna(s). In
fact, it has been found that the input impedance match does
not correspond to the maximum radiated or received power
for individual-port matching [28]. Instead, it facilitates low
antenna correlation for any antenna separation. In the special
case of a uniform three-dimensional (3-D) APS of the radiation,
it gives zero antenna correlation. Further details are given in
Section VI-A.

D. Multiport Conjugate (MC) Match

Like the input impedance match, the so-called multiport con-
jugate [16] (or optimal Hermitian [12]) match also takes account
of the mutual coupling among the antenna ports. However, un-
like the input impedance match, it allows the interconnections
between all ports on the two sides of the network. The MC
match requires one side of the matching network to be conju-
gate-matched to the antennas and the other side to the load, i.e.,

and . In our case of termination,
.

IV. MATCHING NETWORK IMPLEMENTATION

The self-impedance match and input impedance match
share the same basic property of being an individual-port
match. This means that their corresponding “network” has
no interconnecting ports on each side and thus and
are diagonal. Individual-port match is well studied, and many
different implementations are possible for a given matching
impedance value at the center frequency. In this paper, we use
the transmission-line open-circuited stub configuration [27].

Though the condition for optimum matching of multiple an-
tennas (or MC match) is well known [10], [12], [16], its practical
implementation is a subject of current interest [29], [30]. Here,
we implement the optimum matching proposed in [30], which
is based on the more commonly used distributed elements (cou-
plers, transmission lines, and open-circuited stubs), as opposed
to that of [29], which uses lumped elements. We also note that
the authors of [30] appear to be unaware of [12], since the two
papers appeared at around the same time. In fact, rather than op-
timum matching, the matching network in [30] was presented in

the context of joint optimization for minimum envelope corre-
lation and maximum matching efficiency. Moreover, due to the
multimodal nature of the optimization problem, the
condition for MC match at center frequency can only be approx-
imated using the procedure in [30]. The goodness of the approx-
imation varies according to the local solutions.

V. PERFORMANCE MEASURES

A. Antenna Correlation

The calculation of (complex) antenna correlation with -pa-
rameters for different types of termination (or matching) is de-
scribed in detail in [12]. The same expressions apply to this
paper, apart from having frequency in addition to antenna sepa-
ration as a parameter of interest.

B. Matching Efficiency

For a single antenna in transmit mode, the return loss re-
sulting from mismatch between the source impedance and
the antenna impedance is .
The proportion of power supplied to the antenna, or the
matching efficiency, is defined by . If the optimum
matching network (self-impedance match) is applied, then

and . In the receive mode, since the quantity
of interest is the received load power, the efficiency may be
measured with respect to the received load power, which by
reciprocity is maximum with the self-impedance match.

In the case of multiple antennas, the concept of matching
efficiency becomes more complicated. For the transmit mode
shown in Fig. 4, the inward and outward waves ( and ) are
related by the input scattering matrix (2)

(12)

Discounting ohmic losses in the antennas, the instantaneous
radiated power is thus [16]

(13)

For zero-mean signals, the average radiated power is [16]

(14)

where . Based on (14), we introduce a new
definition of transmit matching efficiency for the multiple an-
tenna system as

(15)

which is the ratio of average power radiated over the power sup-
plied by the voltage sources into the matching network-antenna
configuration. And since this network configuration consists of
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only passive elements, . Moreover, since the antennas ra-
diate finite power (or are lossy) by definition, that cascade con-
nection of lossless matching network to lossy antenna gives a
lossy network .

For a transmit array of two identical antennas, and where the
average signal power at the two ports are identical, (15) can be
simplified to

(16)

where . Furthermore, the last term in (16) dis-
appears under the condition that the signals are uncorrelated, or
when or or .

Unlike the transmit mode, where full control over the input
signals is possible, the extent to which the received signals at
each port are related depends on the array pattern and spatial
correlation. We define the receive matching efficiency in the
same manner as the relative collected power in [16], which is
the ratio of the total received load power for the multiple antenna
system to that of an optimally matched reference single antenna
in the same environment. However, to ensure that the efficiency
in the limiting case of infinitely separated antennas is equal to
one, we multiply the reference total power by the number of
antennas. As in the transmit case, receive matching efficiency
is bounded below by , due to finite absorption of the
receive antennas. However, unlike the transmit case, the receive
efficiency is not bounded above by one, since multiple receive
antennas can be more efficient than a single receive antennas
(see [16]).

C. Bandwidth

1) Efficiency Bandwidth: There is no single definition of the
bandwidth of a single antenna. The term bandwidth simply rep-
resents a frequency range whereby the antenna operates within
specifications. In wireless communications, it is commonly de-
fined by the frequency range over which the return loss is less
than a threshold level, e.g., dB (or 75% efficiency). The

6 dB threshold is a rule of thumb for the design of mobile ter-
minal antennas.

As with matching efficiency, the bandwidth of a multiple an-
tenna system differs from that of a single-antenna when mu-
tual coupling effect becomes significant. To our knowledge, no
standard definition has been proposed for bandwidth. This ef-
fort is further complicated by the influence of signal correlation
over the radiated or received power, as explained in the previous
section.

Nevertheless, if we focus solely on the property of the an-
tenna, then it seems plausible to define the bandwidth of a mul-
tiple antenna system using the input coefficients
from (2). The bandwidth is then the frequency range in which
both its self-reflections and mutual reflections ( )
satisfy a specified maximum return loss , i.e.,

(17)

where (and ) are the first frequency higher (and lower)
than the center frequency at which coincides with the
specified return loss , given an initial level that is below at

. Where this condition is not met by all s and s, except
when is strictly less than , the bandwidth is then ”unde-
fined.” In words, this implies that the bandwidth is specified by
the dominant antenna reflection. The outermost “ ” operator
ensures that the bandwidth is symmetrical around the center fre-
quency. This is a straightforward extension of the single antenna
case, which is commonly defined by its return loss. We shall
henceforth refer to the bandwidth (17) as the efficiency band-
width, since it is the range of frequency in which the matching
efficiency is acceptable. We will illustrate and discuss the im-
pact of matching network on efficiency bandwidth using plots
of and in Section VIII.

A more comprehensive definition of bandwidth for multiple
antenna system can be based on its matching efficiency in the
transmit and receive modes. In the transmit mode with two iden-
tical antennas and average signal powers, if we assume that the
input signals are uncorrelated, i.e., the last term of (16) drops
out, then for a given total efficiency value (which corresponds
to a total return loss), the resulting bandwidth based on (16)
is closely approximated by (17), since it is dominated by the
largest at each of the lower and upper frequency edges.

In the receive mode, has a strong dependence on the propa-
gation condition; therefore one will need to take into account the
typical operating environment in designing the antenna system.
The receive efficiency bandwidth is then defined by the fre-
quency in which is above a specified efficiency level, i.e.,
1 .

2) Correlation Bandwidth: Likewise, we can also consider
the concept of bandwidth for antenna correlation. This is be-
cause antenna correlation plays an important role in the perfor-
mance of MIMO and diversity antenna systems, and it is im-
portant that the correlation be kept under a threshold value for
system gains to be realized. It is commonly accepted that the
maximum envelope correlation for good diversity gain is 0.5
[10], which corresponds to , since . The
correlation bandwidth can then be defined by the function in
a manner similar to (17) for the threshold value .

VI. NUMERICAL RESULTS: CORRELATION

In this and the following two sections, we present simula-
tion results for the impact of the different matching circuits on
the wide-band performance measures of antenna arrays. All the
simulations assume that the transmit and receive arrays are suf-
ficiently far apart that the far-field assumption is valid, so that
the channel models of Section II-B can be applied. Therefore,
the simulations combine the plane-wave approximations for in-
cident (or outgoing) fields with the MoM simulation of the fields
on the antenna arrays [25]. The matching networks were imple-
mented as discussed in Section IV.

It should be clear that induced (or open-circuit) voltages at
the receive antennas are correlated, especially at small antenna
separations. For any given induced voltage correlation, it is pos-
sible to find (for the receiving case) the optimum matching con-
ditions for maximum power transfer [28]. Alternatively, one can
optimize the matching condition for low antenna correlation
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[28]. We will show below that for a specific angular distribution,
namely, a uniform 3-D APS, the antenna correlation with input
impedance match or MC match is zero. However, this holds only
at a specific frequency, and also one specific APS. This paper
limits its scope to matching that does not take into account the
propagation environment.

A. Uniform 3-D APS

We first investigate a particular phenomenon, namely, that
at the center frequency, the input impedance match gives zero
correlation for 3-D uniform distribution of the radiation (see
Section III-C). For the case of two identical antennas, this phe-
nomenon can be explained analytically as follows. The input
impedance match implies maximum power transfer (at the de-
signed antenna separation and frequency) from the source into
the load, which consists of the coupled antennas plus the ad-
jacent circuits (see Fig. 14). This is equivalent to reflectionless
matching from the perspective of the single excitation source
and source load. Using the fact that the matching network is
lossless, it can be easily shown that

(18)

However, reflection occurs into the adjacent circuit, and it can
be shown that iff and , .
Nevertheless, the condition is sufficient for the complex
correlation to be zero in the presence of a 3-D uniform APS
[31]. The behavior of and as described above can be
observed along the center frequency in Fig. 11(e) and (f).

Likewise, for the MC match, since at the
center frequency, the antenna correlation is also zero for the uni-
form 3-D APS [31]. For any other distribution, it is also possible
to enforce zero correlation by appropriate design of and
[12]. It can be seen in Fig. 11(g) and (h) that and are
nearly, but not exactly, zero. The slight discrepancy is due to the
best effort implementation of the MC match, as mentioned in
Section IV.

B. Uniform 2-D APS

A uniform 2-D APS is frequently used for the evaluation of
antenna correlation. It is convenient as a benchmark and facil-
itates simplification. For antenna elements with isotropic az-
imuth pattern, no mutual coupling, and similarly polarized as the
arriving waves, the open-circuit (or field) correlation between
the two antenna elements separated by distance is given by
Clarke’s formula [32], where is the zeroth-order
Bessel function of the first kind and is the wave
number. However, in the presence of mutual coupling, the cor-
relation coefficients are changed [9]. Fig. 6 shows the (absolute
value of) the complex antenna correlation over 120 MHz band-
width (centered at 5.2 GHz) and for four dif-
ferent matching conditions.

The first observation in Fig. 6 is that the correlation prop-
erty is relatively frequency invariant over the entire bandwidth,
except for the input impedance and MC match at very small
separations ( ). It can be seen that for very small sep-
arations, the MC match has the lowest antenna correlation at

Fig. 6. Antenna correlation of uniform 2-D APS at different antenna sepa-
rations for different termination conditions: (a) Z match, (b) self-impedance
match, (c) input impedance match, and (d) MC match.

the center frequency, where it approaches zero at .
However, the correlation increases rapidly away from the center
frequency. On the other hand, the input impedance match main-
tains a correlation value of around 0.1 down to but
has a slower increase of the correlation away from the center
frequency. The match and the self-impedance match have
nearly the same performance. We note also that at small an-
tenna separations, our result for the MC match differs from that
in [12]. This is largely due to the different assumptions for the
thickness of the dipoles. In [12], the dipole has a diameter of
0.02 , and it is found that uneven current distributions around
the antenna’s circumference become significant when the sep-
aration is on the order of the thickness of the antenna. For our
dipole of diameter 400, this effect is negligible in the con-
sidered range , as confirmed by comparisons
with a cylinder approximation of the dipole using [25]. The use
of different matrix factors for and from (6) and (7) also
contributes to a small discrepancy.

A notable common feature in all cases of Fig. 6 is the im-
provement in correlation as compared to the open-circuit case
described by the Clarke’s formula, which has a slower decay in
correlation as antenna separation increases from zero and larger
oscillations beyond the first zero [32]. This highlights the ben-
efit of lower antenna correlation from current induced via mu-
tual coupling in the adjacent antenna, which introduces pattern
diversity. In the case of the match [see Fig. 6(a)], the de-
crease of correlation is monotonic over the considered range of
antenna separations.

C. Outdoor-to-Indoor Channels

The antenna correlations in the LOS scenarios (see Fig. 7)
for the different matching conditions over frequency and an-
tenna separations are higher than those of the uniform 2-D APS,
while those of the NLOS scenario (see Fig. 8) come in between
those two scenarios, a result that is not surprising [7]. As in the
case of uniform 2-D APS, antenna correlations are relatively
frequency invariant in both LOS and NLOS scenarios, except
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Fig. 7. Antenna correlation of LOS condition at different antenna separations
for different matching: (a) Z match, (b) self-impedance match, (c) input
impedance match, and (d) MC match.

Fig. 8. Antenna correlation of NLOS condition at different antenna separa-
tions for different matching: (a) Z match, (b) self-impedance match, (c) input
impedance match, and (d) MC match.

for small antenna separations. At small antenna separations, the
input impedance match and MC match can maintain a lower cor-
relation than the match and self-impedance match, though
the frequency regions (or bandwidths) for the lower correlation
narrow with smaller antenna separations. We also note that the
correlation at the center frequency for extremely low separations
is much higher than in the 2-D-uniform case. However, the rel-
ative frequency at which the correlation coefficient changes sig-
nificantly is similar to that in the 2-D uniform case.

One distinction of the LOS and NLOS scenarios from the uni-
form 2-D case is that the matching condition can make a signif-
icant impact on the correlation value at moderate antenna sepa-
rations. For example, the match gives the lowest correlation
values in the uniform 2-D case for , while in the mea-
sured scenarios, it has poor performance in this region.

Fig. 9. Matching efficiency of transmitter at different antenna separations for
different matching conditions: (a)Z match, (b) self-Impedance match, (c) input
impedance match, and (d) MC match.

VII. NUMERICAL RESULTS: MATCHING EFFICIENCY

A. Transmitter Matching

Fig. 9 summarizes the transmit matching efficiency
(16) over both antenna separation and frequency for different
matching conditions, assuming that the final term of (16) is
zero. We note that except for the MC match of Fig. 9(d) at
small antenna separations, the efficiency measure does not vary
significantly over frequency. Since the impedance does not
match either the self- or mutual impedance of the antennas,
the match in Fig. 9(a) does not achieve efficiency of one
even for larger antenna separations where mutual coupling
is weaker. The perfect matching achieved by the MC match
allows it to retain efficiency of one, even for very small antenna
separations, at the cost of a narrowing frequency band in which
this desirable performance is achieved. The (partially matched)
self-impedance match in Fig. 9(b) has a performance between
the two other cases, and it approaches the efficiency of the MC
match at larger antenna separations (where mutual coupling
is weaker). From Fig. 9(c), we see that the efficiency of the
input impedance match tends to zero for very small antenna
separations, even though is maintained at the center
frequency. As can be seen in Fig. 11(f), which gives for
the input impedance match, the loss in efficiency is due to
increasing transmission into the adjacent circuits when antenna
separations are small, i.e., as .

B. Receiver Matching With Uniform 2-D APS

For the receiver, the situation is more complicated, as the
matching efficiency depends on the angular spectrum of the
incident radiation. For a uniform 2-D APS, the results are nearly
identical to those of the transmit case (Fig. 9), and thus not
shown graphically. The similarity arises because the received
power at the antenna ports can be modeled by excitation sources
(open circuit voltages), as in Fig. 5. As in the transmit case, the
amount of mismatch between the antennas and the matching
network influences how much power is transmitted through the
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Fig. 10. Matching efficiency of receiver at different antenna separa-
tions for different matching conditions and LOS condition: (a) Z match,
(b) self-impedance match, (c) input impedance match, and (d) MC match.

network, which in the receive mode equals the received load
power.

As pointed out earlier, the main distinction of the receive
mode from the transmit mode is that the open-circuit voltages
sources are determined by the antenna pattern and the propaga-
tion environment. For uniform 2-D APS, this open-circuit cor-
relation has a minor effect on the efficiency, except for the MC
match. For the MC match, even though the efficiency maintains
a similar form to Fig. 9(d), the receive efficiency at the center
frequency exceeds one (or ) in the region and
rises to a maximum value of 1.1 at . This is consistent
with the observation in [16, Fig. 7], which is attributed in [16]
to the power scattered by each receive antenna being recaptured
by the adjacent antennas. Note, however, again the difference
in our results compared to those of [16] at very small antenna
separations, due to the different dipole models and matrix fac-
torizations.

C. Receiver Matching With Outdoor-to-Indoor Channels

Fig. 10 illustrates the receive efficiency for the LOS envi-
ronment of the outdoor-to-indoor measurement campaign. For
the narrow angular spread of the LOS channel, the correlation
between open-circuit voltages mentioned above becomes a
dominant factor for the matching efficiency. In particular, we
note that the high open-circuit correlation causes a degradation
in the efficiency of the antenna array (with respect to the single
antenna case) for antenna separation (see Fig. 10). As
the antenna separation tends to zero, the open circuit correlation
tends to one, and therefore the efficiency behavior becomes
almost independent of the APS (see Figs. 9 and 10). The only
exception is the MC match close to the center frequency. There,
the efficiency of close to one is the direct result of uniform 2-D
APS giving low antenna correlation in Fig. 6(d). In Fig. 10(d), it
is observed that both the amplitude and width of the “efficiency
peak” at the center frequency greatly diminish at very small
antenna separations. As the open-circuit correlation reduces

progressively with larger antenna separation, the efficiency in-
creases beyond one for . It should be noted that while
some phenomena can be conveniently explained in terms of
single dominant factor, the received load voltage (4) (and thus
power) is in general the combined effects of the open-circuit
voltages, the antennas, and the matching network.

The NLOS scenario falls in between the uniform 2-D APS
and the LOS scenario, and the efficiency plot is not included
here due to space constraint. It is clear from comparing Figs. 9
and 10 that angular spread can distort to a large degree matching
efficiency of the receive subsystem (remembering that the re-
ceive matching efficiency for the uniform 2-D case is nearly
identical to Fig. 9). In a scenario with small angular spread,
such as that of the LOS scenario, the more sophisticated MC
match does not have a significant benefit over the simple, indi-
vidual-port self-impedance match.

VIII. NUMERICAL RESULTS: BANDWIDTH

A. Efficiency Bandwidth

Fig. 11 shows the behaviors of and over frequency
and antenna separation for different matching conditions. For
the match [Fig. 11(a) and (b)], and show only
small variations as a function of frequency. Since there is no
matching network, any variations arise from the frequency-de-
pendent properties of the antennas themselves. A matched
single dipole of the specified thickness has a bandwidth of
around 14.3% (at a resonant frequency of 4.88 GHz, slightly
lower than the center frequency of 5.2 GHz) for a return loss of

6 dB (see [25, Fig. 7.5]). On the other hand, and
vary with according to the self- and mutual impedances, in
the same trend as [16, Fig. 4]. In particular, becomes in-
creasingly large at closer separation, due to the strong coupling
into the adjacent circuit.

The use of self-impedance match clearly improves , as
compared to the match [compare Fig. 11(a) and (c)]. This is
not surprising, as it matches the self-impedance of the dual-an-
tenna system. However, as opposed to the self-impedance match
for the single antenna case, where the return loss around the
center frequency is like a narrow valley, and takes on a very
small value at the center frequency, takes on moderate
values at the center frequency, with troughs occurring off the
center frequency. This is because depends on both the self-
and mutual impedances, and the mutual impedance neglected by
this matching condition is significant at the given range of an-
tenna separations. Moreover, no apparent improvement is seen
in Fig. 11(d) [compared to Fig. 11(b)] for , again because
mutual impedance is not matched.

For the input impedance match, it was shown analytically in
Section VI-A that at the center frequency, and are
zero and nonzero, respectively. Due to explicit matching car-
ried out for , the desirable valley-like response is observed
around the center frequency in Fig. 11(e). However, since the
input impedance match does not maximize power transfer into
the antenna, takes on the highest value at the center fre-
quency for any antenna separation [see Fig. 11(f)]. Moreover,

tends to one as antenna separation decreases.
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Fig. 11. jr j and jr j over different antenna separations and frequency points
for different terminations: (a) jr j and (b) jr j for Z match, (c) jr j, and
(d) jr j for self-impedance match; (e) jr j and (f) jr j for input impedance
match; and (g) jr j and (h) jr j for MC match.

It can be seen in Fig. 11(g) and (h) that for a narrow-band
system, the MC match appears to present a more attractive
matching solution, as it has a fairly even performance for
and . Unfortunately, it is nontrivial to obtain a well-opti-
mized solution using the procedure in [30], and the optimized
point is nonrobust to small perturbations in the lengths of the
circuit elements used (especially for very small antenna sepa-
rations). We also note that the bandwidth becomes extremely
narrow at small antenna separations. This is also exemplified
in the efficiency performance in Fig. 9(d). Arguably, better
bandwidth performance can be achieved by a different imple-
mentation of the MC match than that of [30]. For the single
antenna case, the Bode–Fano criterion [27] defines an upper
bound for achievable antenna bandwidth with any matching.
To date, such results are unavailable for multiple antennas.
However, since it is well known that the simple transmission
line and open-circuited stub configuration is inefficient relative
to the Bode–Fano bound [27], it is fair to anticipate that the

Fig. 12. Efficiency bandwidths for (a) definition (17), (b) transmit mode of
Fig. 9, (c) receive mode; and (d) correlation bandwidth in receive mode of Fig. 6,
over different antenna separations for different matching conditions.

bandwidth of the MC match implemented with simple combi-
nations of these circuit elements [30] is likewise far from its
fundamental limits.

In Fig. 12(a), the fractional efficiency bandwidth [based on
(17)] is given for a 6 dB return loss. The match has the
poorest bandwidth performance, and is undefined for .
This is mainly due to the finite thickness of the 2-dipole an-
tenna, which results in the resonant frequency not exactly at
the designed frequency of 5.2 GHz. Moreover, the efficiency
bandwidth is also undefined for self-impedance match and input
impedance match for and , respectively,
as the mutual coupling is severe and results in poor return loss

, which dominates the efficiency behavior. It can be seen
from Fig. 12(a) that the MC match is the only matching that
gives a definable bandwidth when , even though there
is a drastic drop in bandwidth with decreasing antenna spacing.
At , the fractional bandwidth is just over 2%, which
contrasts sharply with 10–20% bandwidth that can be obtained
with either the self-impedance match or the input impedance
match for .

For comparison, the return losses of a single 2-dipole of
the same thickness with the match and self-impedance match
were also calculated. The fractional bandwidth using (17) is at
a mere 4.6% for a 6 dB return loss for the single antenna with
the match. This is because without matching, the resonant
frequency (4.88 GHz) is about 6% lower than the desired center
frequency of 5.2 GHz due to finite antenna thickness. On the
other hand, the self-impedance match gives a fractional band-
width of 17.8%, which is in good agreement to the achieved
bandwidths of the self-impedance match and input impedance
match shown in Fig. 12(a) for .

As mentioned in Section V-C, the matching efficiency in
the transmit and receive modes, which include those shown
in Figs. 9 and 10, can give a more comprehensive description
of efficiency bandwidth than (17). This is because they are
based on actual radiated and received powers rather than only
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Fig. 13. Efficiency bandwidths in (a) LOS and (b) NLOS, and correlation band-
widths in (c) LOS and (d) NLOS, over different antenna separations for different
matching conditions.

Fig. 14. Equivalent circuit for a two-dipole configuration.

the dominant reflectance(s) (which in this case is either
or ). For comparison, the bandwidths found from these
alternative definitions of matching efficiency bandwidth are
summarized in Figs. 12(b) and (c) and 13(a) and (b), respec-
tively. Note that all values of the plots in Fig. 13 are clipped
to a maximum fractional bandwidth of 2.3%, since the out-
door-to-indoor channels are measured within this bandwidth
and are only strictly valid in this region.

First, we compare between (17) and the transmit efficiency
bandwidth. A quick comparison between Fig. 12(a) and (b) con-
firms that the less precise definition (17) tends to overestimate
the efficiency bandwidth. In fact, bandwidth is defined for the

match and the self-impedance match for and
, respectively, in Fig. 12(a), while for Fig. 12(b), this

is when and , respectively. The bigger dis-
crepancies in bandwidths of the match, self-impedance, and
input impedance match than the MC match (in absolute terms)
between Fig. 12(a) and (b) are mainly due to being signifi-
cant around the center frequency, as opposed to the case of MC
match [compare Fig. 11(b), (d), and (f) with Fig. 11(h)].

While the bandwidths shown in Fig. 12(a) and (b) are suit-
able for evaluating efficiency performance at the transmitter,
the efficiency at the receiver depends also on the prevalent
propagation condition. The efficiency bandwidths in the receive
mode for different matching conditions in a uniform 2-D APS
are summarized in Fig. 12(c). It is observed that the efficiency
bandwidth demonstrates a trend similar to that of the transmit
mode, due to the similarity between their matching efficiency
performances (see Section VII-A and B). One common feature
in Fig. 12(a)–(c) is that the MC match has slightly smaller band-
widths than the self-impedance match and input impedance
match for . This is primarily due to its implementation
using the optimization procedure in [30], in which the objective
is to obtain at the center frequency rather than
maximum bandwidth. As an example, the valley-like behavior
of and in Fig. 11(g) and (h) can have asymmetries
that decrease the bandwidth. Therefore, larger bandwidths can
be obtained through a more appropriate formulation.

On the other hand, the efficiency bandwidth of the measured
LOS channel is only defined for for the MC match
and for the other three matching conditions [see
Fig. 13(a)]. As in the case of matching efficiency, the efficiency
bandwidths of the NLOS scenario fall between those of the LOS
and the uniform 2-D cases. As can be seen in Fig. 13(b), while
bandwidth is consistently defined for the MC match, bandwidth
is only defined for both the self-impedance match and the input
impedance match for and the match for .

From the above discussion, we conclude that while efficiency
bandwidths can vary considerably among the different defini-
tions, the MC match gives the most consistent bandwidth per-
formance for . Nevertheless, the propagation
environment can in some cases overwrite its benefits for the re-
ceive mode. Therefore, it is important to consider the effect of
the propagation channel in the design of receiver for multiple
antenna systems.

B. Correlation Bandwidth

While efficiency bandwidth can be defined in different ways,
as shown above, correlation bandwidth is uniquely defined (for
a given threshold value). Fig. 12(d) illustrates the correlation
bandwidth for the case of uniform 2-D APS and a threshold of

. As can be seen, all matching conditions give corre-
lation bandwidth of over 10% for . The correlation
bandwidths are clipped at a maximum value of 30%, since it is
clear from Fig. 12(c) that the efficiency bandwidth is the lim-
iting factor to the performance of the receive antennas.

The correlation bandwidth for the LOS scenario in Fig. 13(c)
reveals that the bandwidth is defined for both input impedance
match and MC match when , and for self-impedance
match when . This is in contrast to the ef-
ficiency bandwidth, which is only defined at a range of larger
antenna separations. This implies that for the LOS scenario, the
design of the receive subsystem fails to simultaneously satisfy
the specified requirements for correlation and efficiency.

As in the uniform 2-D APS case, when compared to the re-
ceive efficiency bandwidth in Fig. 13(b), the correlation band-
width of Fig. 13(d) is clearly not the limiting factor in the com-
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pact antenna performance in the considered 2.3% bandwidth in
the NLOS scenario.

In practice, explicit results of efficiency and correlation band-
widths, such as those given in Figs. 12 and 13 not only pro-
vide useful insights into the influence of matching condition
and propagation environment but also readily yield informa-
tion as to whether the antenna system can be used for a spe-
cific wireless communication system. For example, a WCDMA
mobile terminal requires an uplink frequency band of 1.92 to
1.98 GHz and a downlink band of 2.11 to 2.17 GHz. This trans-
lates to a fractional bandwidth of 12.2% and a center frequency
of 2.045 GHz. Assuming that the uniform APS is the typical op-
erating environment, the transmit and receive efficiency band-
widths [Fig. 12(b) and (c)], as well as the correlation bandwidth
[Fig. 12(d)], satisfy this requirement with either the self- or input
impedance match at a minimum (or 3.67 cm). On
the other hand, if an IEEE802.11b-enabled PDA operates in the
frequency band from 2.4 to 2.5 GHz, representing a fractional
bandwidth of 4.1%, then the more sophisticated MC match can
be used to bring down the minimum required separation to

(or 1.84 cm).

IX. CONCLUSION

In this paper, we showed that matching plays a vital role in the
wide-band performance of compact multiple antenna systems.
Moreover, different matching networks affect the bandwidths of
antenna correlation and matching efficiency in different ways.
For example, while the input impedance match can give a 10%
correlation bandwidth at a small antenna separation of 0.1 , the
efficiency bandwidth is undefined for a 6 dB return loss. On
the other hand, MC match can simultaneously fulfill the require-
ments of low correlation and good matching efficiency at the
center frequency, but the bandwidths for small antenna separa-
tions are significantly smaller than the efficiency bandwidth in
the optimally matched single antenna case (e.g., less than 2% at

versus 17.8%). At very small antenna separations,
useful (or “sufficiently large”) bandwidth cannot be obtained
with the implementations used in this paper. This provides some
important practical limitations, which complement the theoret-
ical limitations of densely packing antennas into small volumes
as pointed out in [33]–[35]. We also note that practical small an-
tennas (usually a small fraction of a wavelength) are inherently
lossy, and such losses lead to a wider bandwidth, an effect not
examined in this paper. We also showed that the propagation
environment has a significant influence on the performance of
multiple antenna systems in the receive mode.

Even though our results indicate that LOS channels give
poorer correlation and efficiency bandwidth performances than
the NLOS channels or uniform 2-D APS, due to lower scattering
richness or smaller angular spread, recent indoor measurement
campaigns [36], [37] have shown that LOS positions tend to
have much higher SNRs than NLOS positions. The difference
in received power can adequately compensate for the poorer
correlation and efficiency to give better performance than the
NLOS cases. Indeed, for a constant transmit power of 33 dBm
in our case, the SNRs of the LOS and NLOS positions were
19.2 and 4.3 dB, respectively [23].

On a final note, a matching network cannot replace good
antenna design. In practice, antennas should be designed to give
desirable characteristics as much as possible, while matching
networks can play a complementary role for further perfor-
mance improvements.

APPENDIX

DERIVATION OF INPUT IMPEDANCE MATCH

Equation (10) can be written as

(19)

Multiplying both sides by and rearranging

(20)

For the case of symmetrical dipoles, . We further
let , , and

in (20), and after some straightforward simplifications

(21)

The term within the square-root must be real by definition.
Indeed

(22)

which requires . It is well known that
.

Next, the negative solution of is discarded, since the an-
tenna only contains passive elements. Finally, the unique solu-
tion of (19) is obtained as

(23)
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