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ABSTRACT

Reduced latency versions of iterative decoders for turbo codes
are presented and analyzed. The proposed schemes con-
verge faster than standard and “shuffled” decoders. EXIT
charts are used to analyze the performance of the proposed
algorithms. Both theoretical analysis and simulation results
show that the new schedules offer good performance / com-
plexity trade-offs.

1. INTRODUCTION

Turbo codes [1] have received significant attention recently,
mostly due to their near-Shannon-limit performance. They
are normally decoded using a “turbo-decoder” [2] that is
a symbol-by-symbol soft-input/soft-output decoding algo-
rithm. Turbo-decoders process the received symbols recur-
sively to improve the reliability of each symbol using the
constraints that specify the code. A “shuffled” decoding al-
gorithm was proposed in [3], that aims to take better account
of the different relative reliabilities of extrinsic messages in
the turbo decoding algorithm. Compared with the standard
turbo decoding approach, the shuffled turbo decoding algo-
rithm converges faster, and with almost the same compu-
tational complexity. In [4]-[6], a “replica shuffled” decod-
ing scheme has been presented, which was shown to im-
prove the convergence of iterative decoders for codes like
LDPC (low-density parity check) codes. It uses replicas
of sub-decoders working in parallel and provides a faster
convergence than plain shuffled decoders at the expense of
higher complexity. In this paper, replica shuffled turbo de-
coding algorithms are presented, and compared with stan-
dard and plain shuffled turbo decoders using EXIT charts
[7]-[9]. The EXIT chart analysis agrees with simulations
that show faster convergence of the replica-shuffled decoders.

2. ITERATIVE DECODING OF TURBO CODE

A turbo code [1] encoder comprises the concatenation of
two (or more) convolutional encoders and its decoder con-
sists of two (or more) soft-in/soft-out convolutional decoders

which feed reliability information back and forth to each
other. Initially, the decoders only use the channel output
as input, and generate soft output for each symbol. Subse-
quently, the output reliability measures of the decoded sym-
bols at the end of each decoding iteration are used as inputs
for the next iteration. The decoding iteration process contin-
ues until a certain stopping condition is satisfied. Then hard
decisions are made based on the output reliability measures
of decoded symbols from the last decoding iteration.

For simplicity, we consider a turbo code that consists
of two rate-1/n systematic convolutional codes with en-
coders in feedback form. Letu = (u1, u2, . . . , uK) be an
information block of lengthK and ũ = (ũ1, ũ2, . . . , ũK)
be the sequence permuted by the interleaver, according to
the mappingũk = uπ(k), for k = 1, 2, . . . , K. We as-
sume thatk 6= π(k),∀k. There is a unique correspond-
ing reverse mappinguk = ũπ−(k), for k = 1, 2, . . . , K
andk 6= π−(k),∀k. Denotec = (c1, c2, . . . , cK) as the
coded sequence foru, whereck = (ck,1, . . . , ck,n), for
k = 1, 2, . . . , K, is the output code block at timek. Assume
BPSK transmission over an AWGN channel, withuk and
ck,j all taking values in{+1, -1} for k = 1, 2, . . . ,K and
j = 1, 2, . . . , n. Let y = (y1,y2, . . . ,yK) be the received
sequence, whereyk = (yk,1, yk,2, . . . , yk,n) is the received
block at timek. Let û = {û1, û2, . . . , ûK} denote the esti-
mate ofu. Letsk denote the encoder state at timek. Follow-
ing [2], define:αk(s) = p(sk = s,yk

1), γk(s′, s) = p(sk =
s, yk|sk−1 = s′), βk(s) = p(yK

k+1|sk = s), whereyb
a =

(ya,ya+1, . . . ,yb), and letα(m)
k (s), γ

(m)
k (s′, s), β

(m)
k (s)

be the corresponding values computed in component de-
coderm, with m = 1, 2. Let L

(i)
em(ûk) denote the extrin-

sic value of the estimated information bitûk delivered by
component decoderm at theith iteration [10].

2.1. Standard serial and parallel turbo decoding

The decoding approach proposed in [1] operates in a serial
mode. The disadvantage of this scheme is high decoding
delay. A parallel turbo decoding algorithm was presented
in [11], in which all component decoders operate in parallel
at any given time. After each iteration, each component de-



coder delivers extrinsic messages to other decoder(s) which
use these messages as a priori values at the next iteration.
These serial and parallel approaches are illustrated in Fig. 1
(a) and Fig. 1 (b), respectively.

2.2. Plain shuffled turbo decoding

In shuffled turbo decoding [3], the two component decoders
operate simultaneously as in parallel turbo decoding, but
the ways of updating and delivering messages are differ-
ent. We assume that the two component decoders deliver
extrinsic messages synchronously, i.e.,T 1

k = T 2
k , where

the T 1
k and T 2

k denote the times at which decoder-1 and
decoder-2 deliver the extrinsic values of thekth estimated
symbol of the original information sequenceu and of the
interleaved sequencẽu, respectively. The shuffled turbo de-
coding scheme processes the backward recursion followed
by the forward recursion. Let us first consider the forward
recursion stage at theith iteration of component decoder-
1. After timeT 1

k−1, the values ofα(1)
k (s) should be updated

and the values ofγ(1)
k (s) are needed. There are two possible

cases. The first case isk < π−(k), which means the extrin-
sic valueL(i)

e2 (ûk) of the information bit̂uk is not available

yet. Then the valuesγ(1)
k (s), which are stored in the back-

ward recursion stage of the current iteration, are used to up-
date the valuesα(1)

k (s) andL
(i)
e1 (ûk). The second case is

k > π−(k), which means the extrinsic valueL(i)
e2 (ûk) of the

information bit ûk has already been delivered by decoder-
2. Then this newly availableL(i)

e2 (ûk) is used to compute

the valuesγ(1)
k (s) (then stored),α(1)

k (s), andL
(i)
e1 (ûk). The

backward recursion in decoder-1 as well as both recursions
in decoder-2 are realized based on the same principle. After
Imax iterations, the shuffled turbo decoding algorithm out-
putsû = (û1, û2, . . . , ûK) as the decoded codeword, where
ûk =sgn[L(i)

e1 (ûk) + L
(i)
e2 (ûk) + 4

N0
yk,1].

2.3. Replica shuffled turbo decoding

In the plain shuffled turbo decoding, we assume all the com-
ponent decoders process the backward recursion followed
by the forward recursion and refer to them as

−→
D1 and

−→
D2,

respectively. In order to speed up the convergence, the replica
shuffled turbo decoding employs two more component de-
coders, say

←−
D1 and

←−
D2, which operate in the reverse order

[4]-[6]. The four decoders exchange extrinsic messages si-
multaneously, i.e.,

−→
T 1

k =
−→
T 2

k =
←−
T 1

k =
←−
T 2

k, where the−→
T 1

k (
←−
T 1

k) and
−→
T 2

k (
←−
T 2

k) denote the times at which
−→
D1

(
←−
D1) and

−→
D2 (

←−
D2) deliver the extrinsic values of thekth

((K + 1 − k)th) estimated symbol of the original informa-
tion sequenceu and of the interleaved sequenceũ, respec-
tively. Let the extrinsic messages delivered by component

decoders
−→
D1 (

−→
D2) and

←−
D1 (

←−
D2) be

−→
L

(i)
e1 (ûk)

(−→
L

(i)
e2 (ûk)

)

and
←−
L

(i)
e1 (ûk)

(←−
L

(i)
e2 (ûk)

)
, respectively. For the forward

recursion stage at theith iteration of component decoder−→
D1, after time

−→
T 1

k−1, the values of−→α (1)
k (s) should be up-

dated and the values of−→γ (1)
k (s) are needed. There are two

possible cases. The first case isk > π−(k), which means

the extrinsic value
−→
L

(i)
e2 (ûk) of the information bitûk has

already been delivered by decoder
−→
D2. As in plain shuffled

turbo decoding, this newly available
−→
L

(i)
e2 (ûk) is used to

compute the values−→γ (1)
k (s), −→α (1)

k (s), and
−→
L

(i)
e1 (ûk). The

second case isk < π−(k), which means the extrinsic value−→
L

(i)
e2 (ûk) of the information bitûk has not been delivered

yet by
−→
D2. Then in the plain shuffled turbo decoding, the

valuesα
(1)
k (s) andL

(i)
e1 (ûk) are updated based on the ex-

trinsic messages delivered at the last iteration. In replica
shuffled turbo decoding, however, there are further two sub-
cases. The first subcase isK+1−k < π−(k), which means

the extrinsic value
←−
L

(i)
e2 (ûk) of the information bitûk has

already been delivered by decoder
←−
D2. Then this newly

available
←−
L

(i)
e2 (ûk), instead of the old

−→
L

(i)
e2 (ûk) is used to

compute the values−→γ (1)
k (s), −→α (1)

k (s), and
−→
L

(i)
e1 (ûk). The

second subcase isK+1−k < π−(k), which means both ex-

trinsic messages of the information bitûk, i.e,
←−
L

(i)
e2 (ûk) and−→

L
(i)
e2 (ûk) are not available yet. In this subcase, the values

of−→α (1)
k (s) and

−→
L

(i)
e1 (ûk) are updated based on the extrinsic

messages delivered at the(i−1)th iteration. The recursions

of component decoders
−→
D2,

←−
D1 and

←−
D2 are realized based

on the same principle. AfterImax iterations, the shuffled
turbo decoding algorithm outputŝu = (û1, û2, . . . , ûK),
whereûk =sgn[(

−→
L

(i)
e1 (ûk) +

←−
L

(i)
e1 (ûk))/2 + (

−→
L

(i)
e2 (ûk) +←−

L
(i)
e2 (ûk))/2 + 4

N0
yk,1], which is different from that in the

standard turbo decoding and plain shuffled turbo decoding.
The decoding processes of the standard serial, parallel, plain
shuffled and replica shuffled turbo decoding are illustrated
in Fig. 1. It is straightforward to generalize the replica shuf-
fled turbo decoding to multiple turbo codes which consist
of more than two component codes. Based on the above de-
scriptions, the total computational complexity of the replica
shuffled turbo decoding for multiple turbo codes at each de-
coding iteration is about twice that of the parallel turbo de-
coding. Generalization to more than two replicas is also
straightforward.

3. ANALYSIS OF PLAIN SHUFFLED AND
REPLICA SHUFFLED TURBO DECODING

The EXIT chart technique [7]-[9] is an effective way to an-
alyze the convergence behavior of iterative decoding. It il-
lustrates the input/output mutual information relationship of



a SISO decoder and can be used to analyze both turbo codes
and LDPC codes. In [12], closed forms of EXIT functions
of plain shuffled BP and replica shuffled BP decoding of
LDPC codes have been presented. In this paper, plain shuf-
fled and replica shuffled turbo decoding are analyzed using
EXIT charts.

3.1. EXIT charts for parallel concatenated codes

Both channel observations and a priori knowledge can be
modeled as conditional Gaussian random variables [7]. De-
note Lo, La, and Le the log-likelihood ratios (LLRs) of
channel observation, a priori and extrinsic messages, re-
spectively. Since we assume an AWGN channel, the re-
ceived signaly = c + n with n ∼ N (0, σ2

n). ThenLo =
ln p(y|c=+1)

p(y|c=−1) = 2
σ2

n
(c + n). Therefore

Lo|c ∼ N (µo, σ
2
o) (1)

whereσ2
o = 4/σ2

n andµo = cσ2
o/2. Hence the consistency

condition [14] is satisfied.
Assume the a priori inputA = µA · u + nA. Using a

similar analysis, we get

La|u ∼ N (uσ2
a/2, σ2

a) (2)

and the consistency condition is also satisfied. DenoteIa as
the mutual information exchanged betweenLa andu, and
Ie as that exchanged betweenLe andu. SinceLa is condi-
tionally Gaussian and the consistency condition is satisfied,
Ia is independent of the value ofu. ThereforeIa can be
written as a function ofσa, sayJ(σa) where

J(σa) = 1−
∫ ∞

−∞

e−[(ξ−σ2
a/2)2/2σ2

a]

√
2πσa

log2(1 + e−ξ)dξ. (3)

Since we do not impose a Gaussian assumption onLe, Ie

is approximated based on the observation ofN samples of
Le, so that

Ie ≈ 1− 1
N

N∑

i=1

log2[1 + e−uiLei ]. (4)

The transfer function is defined asIe = T(Ia, Eb/N0) and
for a fixedEb/N0, it is just Ie = T(Ia). The transfer func-
tions of both decoders are plotted on a single chart. Since
the extrinsic messages of the first decoder serve as the a pri-
ori messages of the second decoder, the axes are swapped
for the transfer function of decoder-2.

3.2. Monte Carlo models for computing transfer func-
tions

In [13, Chapter 9], a Monte Carlo model is used to derive the
EXIT chart for a given turbo code. Its structure is shown in

Fig. 2, with two Gaussian random noise generator outputs
Lo andLa whose distributions satisfy (1) and (2), respec-
tively. ThenLo andLa are sent to the SISO decoder, which
outputsLe. Through (3) and (4)Ia andIe can be calculated.
The transfer functions are obtained accordingly.

In plain shuffled turbo decoding, each decoder sends the
newly updated extrinsic messages to the other decoder im-
mediately after the updating. Hence we adopt three Gaus-
sian random noise generators in the transfer function com-
puting model, as shown in Fig. 3. The first two generators
are identical to those in Fig. 2, while the third one takes the
interleaved sequencẽu as input. The outputs of all these
generators,Lo, La1 andLa2, are sent to the plain shuffled
turbo decoders, whereLa1 andLa2 are used as the a priori
messages of decoder-1 and decoder-2, respectively. Then
Le1 andLe2 are obtained and both of them are used to cal-
culateIe in (4).

For replica shuffled turbo decoding, the transfer func-
tion computing model is shown in Fig. 4. Since the four de-
coders,

−→
D1,

−→
D2,

←−
D1 and

←−
D2, exchange information syn-

chronously, the newly updated a priori messages of
−→
D1 and←−

D1 are the same after each iteration and so are those of−→
D2 and

←−
D2. Therefore we still use three Gaussian ran-

dom noise generators, but sendLa1 to
−→
D1 and

←−
D1, and

La2 to
−→
D2 and

←−
D2, respectively. Since each decoder takes

the extrinsic messages from two other decoders as its a pri-
ori messages, only the most recently updated extrinsic mes-
sages serve as the a priori messages in the next iteration.
Hence it is more convenient to use the a priori LLRs for the
next iteration, sayL′a1 andL′a2, to calculateIe. Therefore
in Fig. 4, we have the replica shuffled turbo decoder output
L′a1 andL′a2 instead of

←−
L e1,

←−
L e2,

−→
L e1 and

−→
L e2. The val-

uesIa andIe are then calculated using the same formulas
as before and the transfer functions are obtained afterward.

4. SIMULATION RESULTS

Fig. 5 depicts the EXIT charts of a turbo code with two
component codes (rate-1/3) and interleaver size16384, for
standard parallel, plain shuffled, and replica shuffled turbo
decoding at 0.15dB. We observe that the replica shuffled
turbo decoding converges faster than both the parallel and
plain shuffled turbo decoding.

Fig. 6 depicts the bit error performance of the same turbo
code, with standard parallel, plain shuffled and replica shuf-
fled decoding. After five iterations, the replica shuffled turbo
decoder outperforms its parallel and plain counterparts by
several tenths of a dB. Furthermore, at the SNR value 0.15dB,
the BER of replica shuffled turbo decoding after five itera-
tions is slightly worse than that of standard parallel turbo
decoding after ten iterations, as predicted from the EXIT
charts in Fig. 5.
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