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Abstract
Projectors have traditionally been used as fixed devices making fixed displays. But projector
dimensions are shrinking and projectors are just now on the threshold of being compact
enough for handheld use. Should handheld projection prove viable, it offers revolutionary
new possibilities for display, with opportunistic projection onto nearby surfaces like walls and
tabletops to create a display wherever needed. But there is a missing element here. Personal
projection involving only passive viewing is of limited use, and it needs a mechanism for
interaction to be truly versatile. Consider how viewing an electronic diary would be almost
useless without selection and scrolling. Existing UI solutions for handheld devices don’t
obviously translate to a handheld projector. Our work attempts to address this, and we
describe a recently introduced technique to demonstrate how familiar mouse-interactions can
be done in the context of handheld projection, and via a natural single-handed pointing motion
of the projector. We show how interactive projection supports both traditional applications
in a new medium, and also novel applications.
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Abstract

Projectors have traditionally been used as fixed devices making
fixed displays. But projector dimensions are shrinking and pro-
jectors are just now on the threshold of being compact enough for
handheld use. Should handheld projection prove viable, it offers
revolutionary new possibilities for display, with opportunistic pro-
jection onto nearby surfaces like walls and tabletops to create a dis-
play wherever needed.

But there is a missing element here. Personal projection involv-
ing only passive viewing is of limited use, and it needs a mecha-
nism for interaction to be truly versatile. Consider how viewing
an electronic diary would be almost useless without selection and
scrolling. Existing UI solutions for handheld devices don’t ob-
viously translate to a handheld projector. Our work attempts to
address this, and we describe a recently introduced technique to
demonstrate how familiar mouse-interactions can be done in the
context of handheld projection, and via a natural single-handed
pointing motion of the projector. We show how interactive pro-
jection supports both traditional applications in a new medium, and
also novel applications.

1 Introduction

Compact data projectors are already small enough to be transported
easily, with a typical commercial model being maybe 6” square and
weighing 2 pounds. This compactness is generating new modes of
use, away from fixed projector installations, and towards more mo-
bility and opportunistic deployment of projectors. In tandem with
this, advances in self-calibration mean that an arbitrarily placed
projector, maybe at an angle to the display surface, can automat-
ically produce a desirable projection - keystone-corrected and with
upright-orientation [Sukthankar et al. 2000; Raskar and Beardsley
2001]. Portability and self-calibration will likely lead to increasing
deployment of projectors in homes, retail stores and other settings.

But the scenario above is still a familiar one – a fixed projector
making a fixed display for mainly passive viewing. A much more
significant innovation will see projectors used as handheld devices.
There is a driving force for this progression. Cellphones and PDAs
are becoming smaller for portability, but this is in direct conflict
with the need for a fixed display that is easily visible to the user. A
projector can address this problem because new advances are con-
tinually shrinking the physical dimensions of the hardware, while
still producing good-sized projections. However, passive projection
on its own is of limited use, and the focus of this paper is interactive
projection - a technique for moving a cursor across a projection, al-
lowing all the familiar mouse-interactions from the desktop to be
transposed to a handheld projector, and without the use of a sec-
ondary device like a mouse, stylus or pointer.

1.1 Interactive Projection

How can we transpose familiar interaction methods from the desk-
top or handheld device to do interaction with a projection? There
is well-developed work on laser pointer interaction with displays
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in fixed installations [Olsen, Jr. and Nielsen 2001], but we are
concerned with the handheld case in arbitrary environments. It
might seem straightforward to provide mouse-interaction by putting
a touch-pad mouse on the handheld projector. But this adds bulk to
the device, which we are trying to avoid. It also implies two-handed
use. And there is a resolution issue, in doing fine control of a cursor
on a potentially large projection area using a small touch-pad.

Our technique avoids these problems, and allows a cursor to be
tracked across the projection by a one-handed pointing motion of
the projector. Once the cursor is at the desired location, items are
selected in the usual way using buttons on the handheld device.

projector image plane

projector image plane

Figure 1: The handheld projector points toward the left- and then
right-side of the display area. The main projection (green) stays
static on the display surface, due to the adjustments made on the
projector image plane. The cursor (red arrow) moves in direct cor-
respondence with the motion of the projector, because the cursor
graphic occupies a fixed position on the projector image plane. The
user sees a static projection with the cursor tracking across it. The
blue dashed line indicates the boundary of the full projection area.

The approach is as follows. First assume a way to compute the
3D motion of the projector relative to the display surface. Know-
ing the projector’s 3D location at each instant, we can create any
desired projection on the surface – in particular we can factor out
the projector motion to create a projection that is static on the dis-



play surface. Figure 1 illustrates how the desired projection (green
area) is modified on the projector image plane to attain the desired
static projection on the surface. Now consider what happens if part
of the projection is allowed to follow the motion of the projector
i.e. some pixels on the projector image plane always have the same
fixed graphic. Figure 1 illustrates this with a cursor graphic at the
center of the projector image plane. The effect for the user is to
see a static projection with a cursor moving across it in response to
pointing motion of the projector.

One-handed pointing motion feels natural as a way to direct the
cursor. Furthermore this leaves the fingers free to hover over the
mouse buttons, ready for a button click. This is in contrast to the
touch-pad where a single finger must do a context-switch between
touch-pad and buttons, or different fingers are brought into play,
but which is anyway an inherently more complex interaction for
the user.

A constraint of our technique is that the projection data can only
occupy part of the projector image plane as shown in Figure 1.
About text-entry, this has not been a topic of our work so far, but
a thumboard is a common solution for a handheld. An interaction
that used pointing-motion to direct the cursor, the index finger for
mouse-buttons, and the thumb for text-entry would be feasible, par-
ticularly since text-entry rarely occurs simultaneously with mouse-
interaction.

1.2 Applications

What types of applications are supported by handheld projection
and interactive projection? We propose three broad classes. The
first class works using any clean display surface for projection. An
example might be a PDA-projector, in which the projector is used
to view a diary and scroll the contents. The projector’s advantage
here is purely that it allows opportunistic creation of a display on
any convenient surface, but the particular surface is irrelevant.

The second class of applications creates a projection that is tai-
lored to the physical surface. Typically this is projected augmented
reality. The first stage is object recognition and recovery of pro-
jector pose relative to the object, and the next stage is projection
of an appropriately positioned overlay that provides some informa-
tion about the object. Interactive projection allows the user to, say,
switch overlay modes, or to indicate a point of interest to obtain
extra information.

The third class of applications is based on selection of ‘physical
regions-of-interest’. Consider how a typical way to define a rectan-
gular region-of-interest on the desktop is by mouse hold-and-drag.
We can transpose this to the physical world, using hold-and-drag
of the projected cursor, with the projector visually indicating the
selected rectangle on the physical surface. The selection might be
used as input to computer vision processing e.g. the user might
draw a physical region-of-interest around a word on signage in a
foreign city, and request an automatic translation.

There are other interaction possibilities that we mention in pass-
ing. Gestural motions of the projector - such as horizontal or ver-
tical shakes - to control the projection. Pose-awareness in the envi-
ronment to determine projection content e.g. a projected augmented
reality overlay might alter according to the distance between hand-
held projector and object. Projected sketching on a physical sur-
face, using projection to show a persistent view of the cursor track
across the surface. Multiple handheld projectors with intelligent
combination of the projections in a pooled display.

1.3 Hardware

Our prototype handheld projector is shown in Figure 2. There is a
hand-grip on the base with click buttons under the index finger for
IO. The components are

Figure 2: Prototype handheld projector.

• a Plus V-1080 projector, 1024x768 pixels, 60Hz framerate, di-
mensions 7×5×1.5 inches and weight 1kg,
• a Basler A602F camera, 640x480 pixels, 100Hz framerate,
• four rigidly attached laser pens (not shown in the figure),
• umbilical to a computer.
The prototype weighs about 2.5lb. It is suitable for experi-

ments, but is too heavy for true portability. While there are chal-
lenges in creating a true handheld projector, some small projec-
tion devices do already exist – for example, the Canesta pro-
jected keyboard [www.canesta.com 2004], and the Siemens Mini-
Beamer [www.siemens.com 2002]. These trends indicate that hard-
ware solutions for a handheld projector are feasible, and we put dis-
cussion about hardware aside to concentrate on functionality and
supporting algorithms for handheld projection.

2 Basic Techniques

Interactive projection was introduced in Section 1.1. Here we pro-
vide more detail about the algorithms – Section 2.1 describes how
to make a static projection on the display surface even under motion
of the handheld projector. Section 2.2 describes interactive projec-
tion.

2.1 Making a Static Projection

There are two issues to address when using a handheld device to
create a projection. The first is keystone correction to produce pro-
jected data that appears undistorted and with the correct aspect ra-
tio, even when the projector is at an angle to the display surface.
The second is removal of the effects of minor hand motion and
hand-jitter so that the projection appears static on the surface.

To address these requirements, we use fiducials (distinctive vi-
sual markers) on the display surface to define a coordinate frame.
We emphasize that the use of fiducials - which implies a fixed
workspace, contrary to one of our goals - is not a hard constraint.
Any motion-tracking system for the projector would give the re-
quired information, and a good candidate is to have one or more
cameras attached to the projector that are dedicated to motion track-
ing based on imaging the surrounding environment. But using fidu-
cials is a straightforward approach and has allowed us to concen-
trate the work so far on applications, rather than on supporting soft-
ware.

Figure 3 illustrates the basic task. The goal is to place the pro-
jection in the target area (red dashed line), which is defined relative
to the four fiducials. This is achieved by using the camera to sense
the fiducials, and hence to infer the target area in camera image co-
ordinates. This information is transformed to give the target area in
projector image coordinates. Finally the projection data is mapped
to these coordinates on the projector image plane, giving correct
placement of the projection. The whole process is repeated for each
new time-step. The detailed steps are



Figure 3: The purple points are fiducials on the display surface.
The red dotted-line indicates the target area for a projection - this
is defined relative to the fiducials but is not physically marked. The
green area indicates the current projection. Projection motion (e.g.
due to hand-jitter) causes the discrepancy between the target area
and the projection, and this discrepancy undergoes a correction at
each time-step.

• Detect the camera image coordinates cF
i of the fiducials. Com-

pute the homography HSC between the display surface and the im-
age, using the known surface coordinates XF

i of the fiducials, and
the points cF

i .
• Apply HSC to the known surface coordinates XT

i of the target
area, to obtain the camera image coordinates cT

i of the target area.
• Detect the camera image coordinates cP

i of the vertices of the
current projection. Compute the homography HCP between the
camera image plane and the projector image plane, using the known
projector image coordinates of the vertices of the projection, and the
points cP

i .
• Apply HCP to cT

I to generate pT
i , the coordinates of the target

area on the projector image plane.
The algorithm is projective. An alternative approach would be

to work in euclidean space, explicitly computing the location and
orientation of the projector relative to the display surface. This is
sometimes useful (for example if we wish to make explicit the pro-
jector’s distance from the display surface, for some other use). But
the projective algorithm is lighter computationally.

In practice, there is a modification to step (3) above and the com-
putation of cP

i . Detecting cP
i in the camera image is difficult when

the projection has arbitrary appearance. Instead we detect laser
spots from the four laser pens (Section 1.3), which is straightfor-
ward because the spots are bright. These spots provide a way to
compute HCP as described in [Beardsley et al. 2004] and the re-
maining processing is the same.

2.2 Interactive Projection

At each time-step the projector image plane is updated to achieve a
static projection on the display surface, as described in Section 2.1.
In conjunction with this update, the center pixels of the projector
image plane are overwritten with a graphic for the cursor.

The effect on the projector image plane is that the main projected
content is continually being updated, to factor out projector motion,
while the cursor graphic is fixed. The effect on the display surface
is that the main projected content appears static, while the cursor
moves across the surface in direct correspondence with projector
motion.

3 Applications

This section describes three example applications, one for each of
the main classes of application proposed in Section 1.2. See Fig-
ure 4.

(a) Interacting with a web browser

(b) Interacting with projected augmentation

(c) Selecting a physical region−of−interest

Figure 4: TOP: The user interacts with a projected web browser.
The browser remains static on the surface during the interaction,
while the cursor moves in correspondence with the user’s point-
ing motion. The outer red area indicates the full projector image,
and has been made distinctive for the purpose of illustrating pro-
gram operation. MIDDLE: Augmentation of a fuse box. Middle-
left: The projection at left presents the user with a map of rooms
served by the fuse-box. The dark vertical strips at right are the
fuses. Middle-right: A close-up of the projection. The user has
positioned the cursor on one of the rooms in the projected map,
and performed a button-click to invoke information. In response,
a projected arrow indicates the fuse for that room. BOTTOM:
Defining a physical region-of-interest, preparatory to doing com-
puter vision on the selected area. Bottom-left: the projected cursor
is positioned upper-left of the area and the user starts a mouse hold-
and-drag operation. Bottom-right: the defined rectangle. Note that
all the selection operations that are familiar from editing and draw-
ing packages can be transposed to interactive projection, to make a
physical selection.

3.1 Projected Web Browsing

The first application is a familiar desktop application running under
handheld projection. We take an ordinary desktop windows envi-
ronment and modify it so that the display goes to the projector, and
so that mouse input is taken from the click-buttons on the hand-



held device. Figure 4a shows a user interacting with a web-browser
including clicking links, scrolling, and selecting menu items.

3.2 Projected Augmented Reality

Projected augmented reality can support various applications, and
we consider task guidance on a control panel as an example. We
envisage a user maybe interleaving handheld projection with op-
portunistic placement of the projector on a small tripod around the
workspace. This work is likely to involve different interactions - for
example, pointing to request the identity of a specific component,
or navigating through a series of instructions plus projected over-
lays for a particular task. Figure 4b shows an example of projected
augmentation on a fuse-box - a projected map of the environment
served by the fuse box is shown to one side, the user employs inter-
active projection to select a location on the map, and the appropriate
fuse is highlighted.

The processing is similar to that in Section 3.1, but the four fidu-
cials are replaced in this case by a black rectangular border. The
colored circles visible at top-left in Figure 4b-left encode identity,
and are used to automatically index the correct augmentation for
the object.

Projected augmented reality has some advantages over augmen-
tation via a handheld-screen. It avoids a context-switch between
the physical object and screen. It avoids resolution problems if a
complex scene is being rendered on a small screen. Temporary,
opportunistic placement of the projector allows the user to oper-
ate around the workspace without holding a handheld device, while
still having the augmentation immediately available. And when re-
quired, projection is the most natural approach for shared multi-
person viewing of augmentation.

3.3 Selecting a Physical Region-of-Interest

Interactive projection allows the user to define an arbitrarily-shaped
region-of-interest (ROI) on a physical surface in the world, while
being presented with visual feedback about the selection. For ex-
ample, the user can do a mouse-button hold-and-drag to define a
rectangular ROI as in Figure 4c, utilizing familar interactions from
the desktop.

Unlike the examples in the previous two sections, there may be
no fiducials when interacting with arbitrary parts of a scene in this
way. But if the area is sufficiently textured, then the texture will
stand in for the fiducials - it serves to define a homography between
successive camera images and hence place all successive cursor po-
sitions in a single camera coordinate frame. Knowing the cursor
track relative to the texture in this camera coordinate frame, we can
transform to projector image coordinates as in Section 2.1, and then
present the user with appropriate visual feedback about the selected
ROI.

One use of physical ROIs is to allow the user to outline a specific
area to be processed by computer vision. An example given in the
introduction was selecting foreign words from signage, and then in-
voking OCR and translation. As a second example, this section de-
scribes a straightforward way to attach and retrieve electronic notes
at arbitrary (textured) locations in an environment. Assume a user
wishes to use the handheld projector to attach an e-note to, say, a
light switch. The intention is that on a subsequent occasion, the user
directs the handheld projector at the light switch, selects it, and is
automatically presented with a projection of the e-note.
• The user directs the cursor at the light switch, and defines a

ROI around it.
• The camera image data for the ROI – a ‘texture key’ - is stored

along with the e-note which is to be stored.
• On a subsequent visit, the user again selects a ROI around the

light switch.

• The image data for the new ROI is matched against all stored
texture keys by template-matching, and the e-note associated with
the best match is projected onto the surface.

The functionality in this application can be achieved, as with
other applications in this paper, without using projection - a hand-
held device with camera and fixed display could capture an image
of the required part of a scene, the user could employ a stylus to
indicate the required area of texture on the handheld display, and
the e-note is attached and retrieved as before. But the interaction is
significantly less direct, bringing in a context-switch from physical
surface to the screen. In contrast, direct interaction with physical
texture by pointing is much more immediate and minimal.

4 Why Projection?

Projection is not suited for all applications. For example, visibility
may degrade under some ambient lighting conditions. But hand-
held projection also has some unique strengths, and the question
is whether there is a class of applications for which it could prove
the most appropriate technology. Our work is an investigation of
mobile, opportunistic projection and we have described some of its
advantages. Firstly, handheld projection has the potential to make
many everyday surfaces into displays, a vision of the ‘world as the
desktop’. Device size is not linked to display size, making projec-
tors a good technology for a portable handheld display. Further-
more, projection has some specific advantages when making aug-
mented reality overlays – it avoids a context-switch between fixed
display and physical scene, and avoids resolution problems when
viewing or interacting with a scene via a small handheld display.
We also showed in Section 3.3 how interactive projection can pro-
vide a direct and elegant interaction with physical features.

5 Conclusion

Handheld projectors have the potential to extend the way we think
about display, moving beyond fixed screens to allow opportunistic
display on everyday surfaces around us. In this context, this pa-
per has described a new technique for interacting with projected
data which is essential if handheld projection is to be truly useful.
To illustrate the versatility of the idea, we described three applica-
tions – projected web browsing, projected augmented reality, and
selecting physical regions-of-interest. The latter is of note because
it indicates how handheld projection can support innovative new
techniques. While there are other ways to achieve the same func-
tionality, interactive projection provides a very natural and minimal
interaction, suggesting its potential in other applications that mix
physical texture and digital data.
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