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Abstract
In 1960, the famous computer pioneer J.C.R. Licklider described a vision for human-computer
interaction that he called ”man-computer symbiosis.” Licklider predicted the development
of computer software that would allow people ”to think in interaction with a computer in
the same way that you think with a colleague whose competence supplements your own.”
More than 40 years later, one rarely encounters any computer application that comes close
to capturing Licklider’s notion of human-like communication and collaboration. We echo
Licklider by arguing that true symbiotic interaction requires at least the following three
elements: a complementary and effective division of labor between human and machine; an
explicit representation in the computer of the user’s abilities, intentions, and beliefs; and the
utilization of nonverbal communication modalities. We illustrate this argument with various
research prototypes currently under development at Mitsubishi Electric Research Laboratories
(USA).
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INVITED PAPER

“Man-Computer Symbiosis” Revisited:

Achieving Natural Communication and

Collaboration with Computers

Neal LESH†a), Joe MARKS†b), Charles RICH†c), and Candace L. SIDNER†d),

SUMMARY In 1960, the famous computer pioneer J.C.R.
Licklider described a vision for human-computer interaction that
he called “man-computer symbiosis.” Licklider predicted the
development of computer software that would allow people “to
think in interaction with a computer in the same way that you
think with a colleague whose competence supplements your own.”
More than 40 years later, one rarely encounters any computer
application that comes close to capturing Licklider’s notion of
human-like communication and collaboration. We echo Licklider
by arguing that true symbiotic interaction requires at least the
following three elements: a complementary and effective division
of labor between human and machine; an explicit representation
in the computer of the user’s abilities, intentions, and beliefs; and
the utilization of nonverbal communication modalities. We illus-
trate this argument with various research prototypes currently
under development at Mitsubishi Electric Research Laboratories
(USA).
key words: Man-computer symbiosis, human-computer in-

teraction, intelligent user interfaces, interactive optimization,

natural-language processing, discourse processing, nonverbal
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1. Introduction

J.C.R. Licklider (1915-1990) was one of the most in-
fluential visionaries from the early days of comput-
ing. As a program manager at the U.S. Advanced
Research Projects Agency (ARPA) in the 1960s and
1970s, he championed much of the early basic research
on time-shared computing and computer networking.
His ARPA program also helped to establish the fund-
ing base for computer-science departments at the Uni-
versity of California at Berkeley, Carnegie-Mellon Uni-
versity (CMU), the Massachusetts Institute of Technol-
ogy (MIT), and Stanford University – four departments
that still wield enormous influence on the field of com-
puting.

Licklider also gave considerable thought to how hu-
mans would eventually interact with computers [19].
More than 40 years ago he argued that computers
should enable humans “to cooperate [with computers]
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in making decisions and controlling complex situations
without inflexible dependence on predetermined pro-
grams” and “to think in interaction with a computer
in the same way that you think with a colleague whose
competence supplements your own.” Even today, this is
a radical idea. Most computer systems augment their
human operators by responding in a routine manner
to explicit instructions; the human is responsible for
all planning and initiative. Most research in Human-
Computer Interaction (HCI) does not seek to change
the current style of human-computer interaction, but
merely to make it more efficient, e.g., through the use
of speech input, or novel display technologies, etc. In
contrast, Licklider’s vision of “man-computer symbio-
sis” challenges our assumptions about how humans and
computers should interact and communicate.

Of course, if man-computer symbiosis were easy
to achieve, it would have been accomplished in many
systems before now! Taking our lead from some of
Licklider’s observations, we argue in this paper that
true symbiotic interaction requires at least the follow-
ing three elements, none of which are trivial to achieve:
a complementary and effective division of labor between
human and machine; an explicit representation in the
computer of the user’s abilities, intentions, and beliefs;
and the utilization of nonverbal communication modal-
ities. We illustrate this argument with various research
prototypes currently under development at Mitsubishi
Electric Research Laboratories (USA).

2. Division of Labor

Computing machines can do readily, well, and
rapidly many things that are difficult or im-
possible for man, and men can do readily and
well, though not rapidly, many things that are
difficult or impossible for computers. That
suggests that a symbiotic cooperation, if suc-
cessful in integrating the positive characteris-
tics of men and computers, would be of great
value [19].

Licklider’s advice has rarely been heeded in the de-
sign of optimization systems. Most systems for solving
optimization problems, such as scheduling, routing, or
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layout problems, are fully automatic. The role of the
user is to specify the problem, invoke an optimization
algorithm, and wait for the result.

There are, however, several reasons to involve peo-
ple in the process of optimization. Interactive optimiza-
tion leverages people’s skills in areas in which people
currently outperform computers, such as visual percep-
tion, strategic thinking, and the ability to learn. Fur-
thermore, while automatic algorithms typically solve
an oversimplified formulation of a real-world problem,
users can steer an interactive algorithm based on their
preferences and knowledge of real-world constraints.
Finally, people can better trust, justify, and modify
solutions that they help construct than they can au-
tomatically generated solutions.

The Human-Guided Search (HuGS) project at
MERL is an ongoing investigation into how to design
human-in-the-loop optimization systems. In the HuGS
framework, users can manually modify solutions, back-
track to previous solutions, and invoke, monitor, and
halt a variety of optimization algorithms. However, the
most distinctive aspect of the HuGS framework is the
mechanism whereby human users can influence combi-
natorial search: they can constrain and focus optimiza-
tion algorithms using mobilities, a general mechanism
that allows users to visually annotate elements of a solu-
tion in order to guide a computer search. In particular,
the user can assign each element one of three mobilities:
high, medium, or low. The optimization algorithm can
only apply transformations to the current solution that
move at least one high-mobility element, any number
of medium-mobility elements, and no low-mobility ele-
ments.

The following simple example illustrates the use of
mobilities. Suppose an optimization problem contains
seven elements and the solutions to this problem are
all possible orderings of these elements, and the only
transformation used by the optimization algorithm is
to swap the position of adjacent elements. Suppose the
user has assigned element 3 low mobility (shown in red),
elements 5 and 6 medium mobility (shown in yellow),
and the rest of the elements high mobility (shown in
green):

An optimization algorithm can swap a pair of adja-
cent elements only if at least one has high mobility and
neither has low mobility. It is limited to the space of
solutions reachable by a series of such swaps, including:

Fig. 1 Interactive system for an industrial cutting-stock prob-
lem, 2D Rectangular Strip Packing. In the first image, the user
has selected a region to which an optimization algorithm can be
applied, and has assigned high mobility (shown in green) to most
of the rectangles in that region, those that the user thinks are
poorly packed. The other rectangles are assigned low mobility
(shown in red). The second image shows a blowup of the selected
portion of the packing after the optimization algorithm has run
for a few seconds. By focusing on a small region and subset of the
rectangles, a better packing for the problematic region is found
quickly, thereby improving the overall solution.

Note that setting element 3 to low mobility essen-
tially divides the problem into two much smaller sub-
problems. Also, while medium-mobility elements can
change position, their relative order cannot be changed.
Mobility constraints can drastically reduce the search
space; for this example, there are only 12 possible so-
lutions, while without mobilities, there are 7! = 5040
possible solutions.

The mobility mechanism has proven its value in
several contexts. We have incorporated it into exhaus-
tive and heuristic optimization algorithms for a wide va-
riety of problems, and studied people’s ability to guide
these optimization algorithms [1], [14], [25]. Addition-
ally, we have developed the HuGS Toolkit, Java soft-
ware which supports the quick development of interac-
tive optimization systems in our paradigm [15]. Fig-
ures 1 and 2 show screenshots from two sample appli-
cations.

Our experiments show that human interaction
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Fig. 2 Interactive system for vehicle-routing optimization. In
this system the goal is to find a truck route that makes the max-
imal number of deliveries to customers (represented as ellipses
whose areas indicate the sizes of their orders) without exceeding
a given driving distance. The image sequence demonstrates the
user manually modifying a solution and then invoking a focussed
search. The first image shows a route found in a few seconds by
a tabu search algorithm. Because routes that nearly self inter-
sect are rarely optimal, the user has selected some customers to
be removed from a problematic section of the route. The sec-
ond image shows the new route after the user has removed those
customers and assigned mobilities to focus the optimization algo-
rithm. Customers just removed from the route are assigned low
mobility (shown in red) to ensure that they will not be added
back to the route. In addition, distant customers are also as-
signed low mobility, since they are not relevant to this local fix.
The remaining customers – ones near the relevant area but not
part of the original problematic section of the route – are as-
signed high mobility (shown in green). The third image shows
the route found after the user has again invoked the optimization
algorithm for a few seconds. It is significantly more efficient than
the original route.

Fig. 3 The Optimization Table. We have found that interac-
tive optimization applications benefit from the use of a projected,
tabletop display shown in Figure 3, which we call the Optimiza-
tion Table. We project an image down onto a whiteboard. This
allows users to annotate candidate solutions by drawing or plac-
ing tokens on the board. In addition, several users can comfort-
ably use the system together. Once again, this is a development
anticipated by Licklider: ”[I]nformal, parallel arrangements of op-
erators, coordinating their activities through reference to a large
situation display, have important advantages over the arrange-
ment, more widely used, that locates the operators at individ-
ual consoles and attempts to correlate their actions through the
agency of a computer [19].”

can significantly improve the performance of optimiza-
tion algorithms. Human guidance can improve the
performance of an exhaustive optimization algorithm
for the capacitated-vehicle-routing-with-time-windows
problem to the point where the interactive algorithm
is competitive with the best previously reported algo-
rithms [1], [25]. A second set of experiments showed
that human-guidance of a more sophisticated optimiza-
tion algorithm (called tabu search) could produce re-
sults in 10 minutes equivalent to, on average, 70 min-
utes of search without human guidance [14]. Addition-
ally, our interactive system was able to achieve the best
performance we know of on benchmark problems for the
2D Rectangular Strip Packing Problem [18].

3. Representing the User

[Compare] instructions ordinarily addressed to
intelligent human beings with instructions or-
dinarily used with computers. The latter spec-
ify precisely the individual steps to take and
the sequence in which to take them. The for-
mer present or imply something about incen-
tive or motivation, and they supply a criterion
by which the human executor of the instruc-
tions will know when he has accomplished his
task. In short: instructions directed to com-
puters specify courses; instructions directed to
human beings specify goals [19].

Since Licklicker wrote these words, a large body
of empirical knowledge and computational theory has
been accumulated regarding how human beings com-
municate and collaborate with one another. The goal
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Fig. 4 The collagen Collaboration Manager.

of the collagen (for collaborative agent) project at
MERL has been to apply this work to human-computer
interaction. In particular, we have focused on the
SharedPlan theory of human collaborative dialogue by
Grosz, Sidner, and Lochbaum [8], [9], [20].

The practical output of the collagen project has
been the development of an application-independent
collaboration manager of the same name, implemented
in Java. A collaboration manager is a software com-
ponent which mediates a collaborative interaction be-
tween a software agent and a human user (see Fig-
ure 4). The capabilities of a collaboration manager
extend those of what is traditionally called a “dialogue
manager” by including a representation of the goals and
plans of the agent and user.

collagen has and is currently being used both
inside and outside MERL to build prototype human-
computer collaborative dialogue systems for a wide
range of applications including [24]: air travel planning,
airport flight-path planning, email, a computer-aided
design tool, power-plant operator training, multimodal
web form filling, a programmable home thermostat, the
personal video recorder (PVR) interface shown in Fig-
ure 5, and the robot described in Section 4.

3.1 Dialogue State Representation

The participants in a collaboration derive benefit by
combining their talents and resources to achieve com-
mon goals. However, collaboration also has its costs.
When people collaborate, they must usually communi-
cate and expend mental effort to ensure that their ac-
tions are coordinated. In particular, both participants

Fig. 5 Collaborative Agent for Personal Video Recorder

must maintain some sort of mental model of the status
of the collaborative tasks and the conversation about
them—we call this model the dialogue state.

Among other things, the dialogue state tracks the
beliefs and intentions of both participants in the collab-
oration and provides a focus-of-attention mechanism for
tracking shifts in the task and conversational context.
All of this information is used by each individual to
help understand how the actions and utterances of the
participant contribute to the common goals.

In order to turn a computer into a collaborator,
we therefore need a formal representation of dialogue
state and algorithms for updating and using it. The
dialogue state representation used in collagen, illus-
trated in Figure 6, is a partial implementation of Grosz
and Sidner’s SharedPlan theory.

collagen’s discourse state consists of a stack of
goals,† called the focus stack, and a plan tree for each
goal on the stack. The top goal on the focus stack is
the “current purpose (goal)” of the dialogue. A plan
tree in collagen is an (incomplete) encoding of a par-
tial SharedPlan between the user and the agent. For
example, Figure 6 shows the focus stack and plan tree
immediately following the discourse events numbered
1–3 on the right side of the figure.

The annotated, indented execution trace on the
right side of Figure 6, called a segmented interaction
history, is a compact textual representation of the past,
present, and expected future states of the dialogue. We
originally developed this representation to help us de-
bug agents and collagen itself, but we have also ex-
perimented with using it to help users visualize what
is going in a collaboration (see discussion of “history-
based transformations” in [23]).

The numbered lines in a segmented interaction his-
tory are simply a log of the agent’s and user’s utterances

†Technically, a stack of focus “spaces,” each of which
contains a goal.
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DisplaySchedule

RecordProgram

AddProgram

RecordProgram

ReportConflictDisplaySchedule

Focus Stack Plan Tree

2 3

1
Scheduling a program to be recorded.

1 User says "I want to record a program."
Done successfully displaying the recording schedule.

2 Agent displays recording schedule.
3 Agent says "Here is the recording schedule."

Next expecting to add a program to the recording schedule.
Expecting optionally to say there is a conflict.

Fig. 6 Dialogue State and Segmented Interaction History for PVR.

and primitive actions. The italic lines and indenta-
tion reflect collagen’s interpretation of these events.
Specifically, each level of indentation defines a segment
whose purpose is specified by the italicized line that pre-
cedes it. For example, the purpose of the toplevel seg-
ment in Figure 6 is Scheduling a program to be recorded.

Unachieved purposes that are currently on the fo-
cus stack are annotated using the present tense, such
as scheduling, whereas completed purposes use the past
tense, such as done. Note in Figure 6 that a goal is not
popped off the stack as soon as it is completed, be-
cause it may continue to be the topic of conversation,
for example, to discuss whether it was successful.

Finally, the italic lines at the end of each segment,
which include the keyword expecting, indicate the steps
in the current plan for the segment’s purpose which
have not yet been executed. The steps which are “live”
with respect to the plan’s ordering constraints and pre-
conditions have the added keyword next.

public recipe RecordRecipe achieves RecordProgram {
step DisplaySchedule display;
step AddProgram add;
optional step ReportConflict report;
constraints {

display precedes add;
add precedes report;
add.program == achieves.program;
report.program == achieves.program;
report.conflict == add.conflict;

}
}

Fig. 7 Example Recipe in the PVR Task Model. Definition
of the recipe used in Figure 6 to decompose the non-primitive
RecordProgram goal into primitive and non-primitive steps. col-

lagen task models are defined in an extension of the Java lan-
guage which is automatically processed to create Java class defi-
nitions for recipes and act types.

Scheduling a program to be recorded.
1 User says "I want to record a program."

Done successfully displaying the recording schedule.
2 Agent displays recording schedule.
3 Agent says "Here is the recording schedule."
4 User says "Ok."

Done identifying the program to be recorded.
5 Agent says "What is the program to be recorded?"

6 User says "Record ’The X-Files’."
Next expecting to add a program to the recording schedule.
Expecting optionally to say there is a conflict.

Fig. 8 Continuing the Interaction in Figure 6.

3.2 Interpretation and Generation

collagen updates its dialogue state after every ut-
terance or primitive action by the user or agent using
Lochbaum’s interpretation algorithm [20] with exten-
sions to include plan recognition [16] and unexpected
focus shifts [17].

According to Lochbaum, each event should be ex-
plained as either: (i) starting a new segment whose
purpose contributes to the current purpose (and thus
pushing a new purpose on the focus stack), (ii) continu-
ing the current segment by contributing to the current
purpose, or (iii) completing the current purpose (and
thus eventually popping the focus stack).

An utterance or action contributes to a purpose if
it either: (i) directly achieves the purpose, (ii) is a step
in a recipe for achieving the purpose, (iii) identifies the
recipe to be used to achieve the purpose, (iv) identi-
fies who should perform the purpose or a step in the
recipe, or (v) identifies a parameter of the purpose or a
step in the recipe. These last three conditions are what
Lochbaum calls “knowledge preconditions.”

A recipe is a goal-decomposition method (part of
a task model). collagen’s recipe-definition language
(see Figure 7) supports partially ordered steps, param-
eters, constraints, pre- and post-conditions, and alter-
native goal decompositions.

collagen also uses the dialogue state to generate
behavior, which we illustrate by briefly describing how
PVR agent produces the underlined utterance on line 5
in Figure 8, which continues the interaction in Figure 6.

collagen’s dialogue generation algorithm is es-
sentially the inverse of its interpretation algoritm.
Based on the current dialogue state, it produces a
prioritized list, called the agenda, of (partially or to-
tally specified) utterances and actions which would con-
tribute to the current discourse purpose according to
cases (i) through (v) above. For example, for the dia-
logue state in Figure 6, the first item on the agenda is
an utterance asking for the identity of the program pa-
rameter of the AddProgram step of the plan for Record-
Program. This utterance starts a new segment, which
is then completed by the user’s answer on line 6.



6
IEICE TRANS. , VOL.E85–A, NO.1 JANUARY 2002

4. Nonverbal Communication

If computing machines are ever to be used
directly by top-level decision makers, it may
be worthwhile to provide communication via
the most natural means, even at considerable
cost [19].

4.1 Gestures in Interaction

Gestures are fundamental to human interaction. When
people are face-to-face at near or even far distance, they
gesture to one another as a means of communicating
their beliefs, intentions and desires. When too far apart
or in too noisy an environment to use speech, gestures
can suffice, but in most human face-to-face encounters,
speech and gesture co-occur. According to the claims
of [21], they are tightly intertwined in human cognition.
However cognitively entangled, people gesture freely,
and the purposes of those gestures are the topic of this
section.

Gestures convey intentions, beliefs and desires,
that is, information about the individuals who use
them. Gestures are made with every part of the body:
hands, face, posture of the body, body stance, legs,
feet. Facial gestures have been carefully studied to in-
terpret emotion and intentions to deceive [6], while oth-
ers have considered the use of facial muscles (such as
an eye raise) to convey belief as well as intention [7],
[13]. Hands are expressive, providing gestures of the
newness information to the conversation (so called beat
gestures), as well as iconic, metaphorical and deictic
indications, the last to point to objects in the envi-
ronment [2]. Body posture and stance can be used to
convey emotion (as can legs and feet), but body posture
also signals major boundaries in the units of conversa-
tion [3].

Gestures provide many types of information about
the individual to the conversation partner. One addi-
tional type of information they provide has been noted
among scientists who study human interaction. Ges-
tures convey engagement, that is, the attentiveness of
one partner to the other during their interaction. The
human-robot interaction team at MERL is focused on
the nature of engagement in human-machine interac-
tion.

4.2 The Nature of Engagement

Engagement is the process by which two (or more) par-
ticipants establish, maintain, and end their perceived
connection to one another (e.g., Figure 9). This pro-
cess includes: making initial contact, negotiating their
collaboration during the conversation, assessing the in-
tentions of the other participants in remaining engaged,

Fig. 9 Face-to-face conversation

evaluating whether to stay involved, and ending the in-
teraction [27]. In circumstances where conversational
participants are not face-to-face (notably on the tele-
phone), engagement must be undertaken and main-
tained by the vocal capabilities of the participants. But
when face-to-face, gesture is a significant means of per-
forming this task. Engagement, or demands for en-
gagement from one’s partner, can be conveyed by all
parts of the body. However, gaze, head movement, arm
movements and body stance are the principal means of
doing so.

Gaze to the conversational partner, and away for
brief periods or to undertake related tasks, is a ma-
jor indication of engagement. Wandering gaze, or gaze
to unrelated items or persons, signal a loss of engage-
ment, and may signal a desire to end the interaction.
Head movements provide even stronger engagement ev-
idence than gaze, most likely because head movement
is more physically complex and cannot be undone as
easily. Arm movements to point at relevant objects
not only tell the conversational partner what is of in-
terest, but also where to pay attention in the interac-
tion. They can also be used to get attention when a
partner’s interest has wandered. The direction of the
front of one’s body and the trajectory of movement
also indicate one’s primary focus of attention. When a
conversational partner must direct his or her body to
something besides a conversational partner, some other
means of indicating ongoing engagement must be con-
veyed instead.

Engagement tells the partner that the interaction
has been understood so far (the grounding conditions
of dialogue [5], and also that the interaction is to go for-
ward (or not). However, because people live in a world
that is not perfectly predictable, they have to divide
their attention between the conversational partner, and
noticing what’s going on in the world around them. In
a quiet, benign, office environment, this division may
seem unnecessary, but much of human life occurs in
less benign circumstances where it may be necessary
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Fig. 10 Robot and User Conversation

to notice that nothing dangerous is headed one’s way
or at least that the other people are are not demand-
ing one’s attention or behaving dangerously. Further-
more, people often multitask between a conversation
and some other undertaking that may or may not be
related to the conversation; for example, nearly every-
one has washed the dishes while talking with a conver-
sational partner about something else. The task that
requires attention of one’s visual system then must be
balanced with attention to the conversational partner.

4.3 Robots with Engagement

Can robots be built that take advantage of non-verbal
gestures, including those that convey engagement? The
answer is yes, if one is willing to engineer a number
of different systems and algorithms together to provide
motor behavior, fused sensory input and models of con-
versation together with rules for engagement. Our most
recent efforts center on a robotic penguin that converses
with people and collaboratively presents a demo of a
new hardware invention from MERL. Figure 10 shows
the robot in conversation with a user.

The architecture of this robot divides its overall
behavior into a brain and a body. The brain models the
conversation and the overall collaboration that is being
pursued, using the collagen collaboration manager
described in Section 3. The body gathers sensory data,
interprets it and provides it to the brain. It accepts
back commands for what to do, and also takes note of
the current state of the conversation in order to choose
some of its next moves with its sensory devices. A
diagram of the architecture available in Figure 11.

The robot uses vision algorithms of [22], [28] to find
the people in a room and to track the head movements
of one of the people, who is the robot’s conversational
partner (CP). To determine the CP, the robot listens for
a voice, and co-locates that voice with one of the faces
it sees in the room. It looks at the person’s face as it
moves around in front of it. The robot turns away from
the CP when it must point to an object in the demo,
and it also looks to be certain that the person tracks

Fig. 11 Architecture of Humanoid Robot

its pointing behavior. Accompanying this movement is
a spoken dialogue between the robot and the person
about the demonstrated hardware with speech recog-
nition accomplished using IBM Via Voice). Wing ges-
tures (the penguin has wings, not arms and hands) in-
dicate the presence of new information in the utterance
it is speaking. [4]. Using algorithms to detect headnods
and head shakes [12], the robot notices when the person
nods instead of saying uh-huh as well as combining in-
formation from yes and no together with head nods and
head shakes. The robot also can tell when the person
fails to observe itself or the demo for extended periods
of time, and will query the person if she or he does not
take a turn in the dialogue when expected.

Does this robot’s non-verbal gestural behavior
have an impact on the human partner? The answer
is a qualified yes. In experiments with 37 human sub-
jects, all subjects were found to turn their gaze to the
robot whenever they took a turn in the conversation,
an indication that the robot was real enough to be wor-
thy of engagement [26]. Furthermore, in a comparison
between the robot using its full engagement behavior
versus one that just stared woodenly straight ahead,
participants using the fully active robot looked back
at the robot significantly more whenever they were at-
tending to the demonstration in front of them. The
participants with the active robot also responded to the
robot’s change of gaze to the table significantly more
than the other subjects. These subjects unconsciously
considered the robot a partner to keep engaged with.

Far more research on engagement and creating
engagement with robots remains to be accomplished.
Among the many questions to be considered: Is en-
gagement affected by the type of utterance in the con-
versation? How do humans stay engaged when direct-
ing most of their attention to a task in the environ-
ment? How can robots be built to better integrate
language production and engagement behaviors? By
study of human-human interaction and by study of the
robots built with engagement abilities, future human
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and robot interactions will feature natural, expressive
and easy to use capabilities.

5. Conclusion

We have all grown accustomed to a certain style
of human-computer interaction (HCI): using window,
icon, menu, and pointer (WIMP) metaphors, users
give instructions to a computer-based device; the de-
vice responds by conveying simple status information.
Perceptual interaction (e.g., via speech-, vision-, or
haptics-based methods) may change the input and out-
put modalities, but not the essence of this interaction.

Will this style dominate for decades to come, or is
there an alternative notion of how humans and com-
puters can communicate? We believe there is, and that
it was articulated more than 40 years ago by Licklider.
Licklider’s basic idea is that humans and computers
will communicate to collaborate. In this paper we have
described some examples of collaborative HCI; other
examples can be found in the recent research litera-
ture on intelligent user interfaces (e.g., see the pro-
ceedings of the ACM Conference on Intelligent User
Interfaces (IUI) [10]). While it is happening later than
Licklider had predicted, we share his optimism that a
collaborative-HCI revolution will eventually happen.
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