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Abstract

We consider multiple-input multiple-output (MIMO) systems with reduced complexity. Either
one, or both, link ends choose the best L out of N available antennas. This implies that only L
instead of N transceiver chains have to be built, and also the signal processing can be simplified.
We show that in ideal channels, full diversity order can be achieved, and also the number of
independent data streams for spatial multiplexing can be maintained if certain conditions on L
are fulfilled. We then discuss the impact of system nonidealities such as noisy channel estimation,
correlations of the received signals, etc.
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Abstract

We consider multiple-input — multiple-output (MIMO) syste with reduced complexity. Either one, or both,
link ends choose the “best’ out of N available antennas. This implies that orlynstead ofN transceiver chains
have to be built, and also the signal processing can be sietpliWe show that in ideal channels, full diversity
order can be achieved, and also the number of independenstlaams for spatial multiplexing can be maintained
if certain conditions orl are fulfilled. We then discuss the impact of system nonitiealsuch as noisy channel
estimation, correlations of the received signals, etc.

|. INTRODUCTION
A. A (very brief) introduction to MIMO

MIMO (multiple-input - multiple output) wireless systems aresh that have multiple antenna elements at both
transmitter and receiver [1]. They were first investigateddayputer simulations in the 1980s [2], and later papers
explored them analytically [3], [4]. Since that time, interesMIMO systems has exploded. They are now being
used for third-generation cellular systems (W-CDMA), and diseussed for future high-performance mode of
the highly successful IEEE 802.11 standard for wireless loed aetworks. MIMO-related topics also occupy a
considerable part of today’s academic communications research.

The multiple antennas in MIMO systems can be exploited in twedfit ways. One is the creation of a highly
effective antenna diversity systerthe other is the use of the multiple antennas for the transmisdigeveral
parallel data streams to increase the capacity of the system.

Antenna diversity is used in wireless systems to combat theetsfiof fading. If multiple independent copies
of the same signal are available, we can combine themttdah signalwith high quality - even ifsomeof the
copies exhibit low quality. Antenna diversity at the receivewall-known, and has been studied for more than
50 years. The different signal copies are linearly combined veighted and added. The resulting signal at the
combiner output can then be demodulated and decoded in the usudltveayptimum weights for this combining
are matched to the wireless channel (maximum ratio combinin€MR we haveN receive antenna elements,
the diversity order, which describes the effectiveness dérdity in avoiding deep fades, i§; in other words,
the diversity order is related to trsbope of the SNR distributioat the combiner output. The multiple antennas
also increase thaverageSNR seen at the combiner output. The study of transmit diversityuchrmore recent,
starting in the 1990s. When the channel is known to the transmitéecan again "match" the multiple transmitted
signal copies to the channel, resulting in the same gains asdeives diversity. If the channel is unknown at the

transmitter, other strategies, like delay diversity or spaoe-coding, have to be used. In that case we can gain
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Fig. 1. Principle of spatial multiplexing.

high diversity order, but not improvement of average SNR. Thelgiext step is the combination of transmit and
receive diversity. It has been demonstrated that wittransmit andV, receive antennas, a diversity ordengfV,
can be achieved [5]. A MIMO system can thus be used for a highitgilnsmission of a single data stream even
in challenging environments.

An alternative way of exploiting the multiple antenna elemeatthe so-called "spatial multiplexing" [6] or
"BLAST" [7] approach. The principle of this approach is sketcheBigm 1. Different data streams are transmitted
(in parallel) from the different transmit antennas. The mudtiigceive antenna elements are used for separating
the different data streams at the receiver. We hélyecombinations of theV; transmit signals. If the channel
is well-behaved, so that th¥,. received signals represdiriearly independentombinations, we can recover the
transmit signals as long 8¢ < N,.. The advantage of this method is that the data rate can be increaadddior
N; without requiring more spectrum! In this paper, we will mostlyodiss the information-theoretic capacity, i.e.,
the data rate that can be transmitted over a channel withousefideal coding is used. Practical schemes, like
layered space-time (ST) receiver structures [8], [9], [10] carabiwith space-time codes [11] allow to approach

these capacity limits.

B. Antenna selection for MIMO

Regardless of the use as diversity or spatial multiplexing systieenmain drawback of any MIMO system is
the increased complexity, and thus cost. While additional satetements (patch or dipole antennas) are usually
inexpensive, and the additional digital signal processing bes@wer cheaper, the RF elements are expensive and
do not follow Moore’s law. MIMO systems withv; transmit andV,. receive antennas requifé (N;) complete
RF chains at the transmitter, and the receiver, respectivetiyding low-noise amplifiers, downconverters, and
analog-to-digital converters.

Due to this reason, there is now great interest in so-called hget&ttion schemes, where the "bektbut of
N antenna signals are chosen (either at one, or at both link ends)cdoverted, and processed. This reduces the

number of required RF chains froi to L, and thus leads to significant savings. The savings come at theqiric
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Fig. 2. Blockdiagram of the considered system.

a (usually small) performance loss compared to the full-conifgieystem. In the case that the multiple antennas
are used for diversity purposes, the approach is called "hybridtggldnaximum-ratio-combining" (H-S/MRC),
or sometimes also "generalized selection combining” [14], [L4]; if they are used for spatial multiplexing, the
scheme is called "hybrid selection/MIMQO" (H-S/MIMO) [15]n lthis paper, we describe the performance that
can be achieved with such a system, how the "best" antennasecsgeldrted in an efficient manner, and how

nonidealities affect the performance.

C. Outline of the paper

The paper is organized the following way: Section Il defines theegysnodels for diversity and spatial multi-
plexing. Next, we describe the performance of antenna selecti@&¥O (single input - multiplex output) systems,
i.e., where there are diversity antennas only at the receivetiodV then analyzes the achievable performance for
MIMO systems, covering the cases of diversity and spatiatipieking The next section describes algorithms for
the selection of the optimum antennas. Section VI analyzegpact of nonidealities of transceivers and channels
on the system. A summary and conclusions wrap up the paper.

Notation: in this paper, a vector is denoted by an arr@y,a matrix by underlined. Superscript: denotes

complex conjugatiopsuperscript denotes the Hermitian transpose.

II. SYSTEM MODEL

Figure 1 shows the generic system that we are considering. A &é#mtis sent through a vector encoder and
modulator. This encoder converts a single bitstream Intparallel streams of complex symbols. These streams
can have all the same information (e.g., for a simple trandindrsity system with channel knowledge), can all
have independent symbol streams (e.g., in V-BLAST spatialipteiting), or have partially correlated data streams.
Subsequently, a multiplexer switches the modulated signals twethté; out of V; available antenna branches. For
each selected branch, the signal is multiplied by a complex weigtttose actual value depends on the current
channel realization. If the channel is unknown at the transmitiexeadihts are set to unity.

In a realistic system, the signals are subsequently upcaaver passband, amplified by a power amplifier, and

filtered. For our model, we omit these stages, as well as theirsgmneling stages at the receiver, and treat the
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whole problem in equivalent baseband. Note, however, thatlgxthese stages are the most expensive and make
the use of antenna selection desirable.

Next, the signal is sent over a quasi-stdtat-fading channel. We denote tig x N; matrix of the channel as
H. The entry withhy ,,, denotes the (complex) attenuation betweentffetransmit and thé™ receive antenna.
The output of the channel is polluted by additive white Gaussiareneibich is assumed to be independent at
all receiving antenna elements. At the receiver, the begif the availableN, antenna elements are selected,
and downconverted for further processing (note that dnlseceiver chains are required). This further processing
can consist of weighting with complex weights*and linear combining (if the transmitter uses simple transmit
diversity), or space-time-processing and -decoding.

Unless otherwise stated, we assume in the following that

1) The fading at the different antenna elements is assumed todependent identically distributed (i.i.d.)
Rayleigh fading. This is fulfilled if the directions of the mullifh components at the transmitter and receiver
are approximately uniform, and/or the antenna elements aredjf@acapart from each other [16].

2) The fading is assumed to be frequeritat. This is fulfilled if the coherence bandwidth of the channel is
significantly larger than the transmission bandwidth.

3) We assume that the receiver has perfect knowledge of the ch&iamehe transmitter, we will analyze both
cases where the transmitter has no channel knowledge, and whasei¢tiect channel knowledge.

4) When talking about capacity, we also assume that the changeags-static. By quasi-static, we mean that
the coherence time of the channel is so long that “almost infifiitakny bits can be transmitted within this
time. Thus, each channel realization is associated with a (Shar/GN) capacity value. The capacity
thus becomes a random variable, described by its cumulative distritfunction (cdf).

The input-output relationship can thus be written as
Y=Hs+n=7+7n (1)
wheres is the transmit signal vector, and is the noise vector.

Ill. PERFORMANCE OFSIMOQO SYSTEMS

In order to explain some of the principles, we first consider the wasee there is only a single transmit antenna,
and antenna selection is used at the receiver. In that case, tliplenahtennas can be used only for H-S/MRC
diversity (no parallel data streams are possible). It isSnmin to select thel out of N antennas that provide
the largest signal-to-noise ratio (SNR) at each instant. s@latennas are then combined using maximal-ratio
combining (MRC) [17], [18], [19], [20], [21], [12], [13].

It is well known that the output SNR of maximum ratio combininguistjthe sum of the SNRs at the different
receive antenna elements. For H-S/MRC, the instantaneoust @NB1of H-S/MRC looks deceptively similar to

MRC, namely

L
VYH-SIMRC = Z’Y(i) . 2
i=1
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The big difference to MRC is that thg;) are theorderedSNRs, i.e.;y(;y > v(2) > ... > (). Thisleads to a
different performance, and poses new mathematical chabeiogéhe performance analysis. Specifically, we have
to introduce the concept of "order statistics" [22]. Note th&cteon diversity (where only one out @f antennas

is selected) and MRC are limiting cases of H-S/MRC witk= 1 and L = N, respectively.

In general, the gain of multiple antennas is due to two efféldiversity gain" and "beamforming gain”. The
diversity gain is based on the fact that it is improbable thaesd\antenna elements are in a fading dip simul-
taneously the probability for very low SNRs is thus decreased by the use of pleiléintenna elements. The
"beamforming gain" is created by the fact that (with MRC), the ciorboutput SNR is the sum of the antenna
SNRs. Thus, even if the SNRs at all antenna elements are idettiealombiner output SNR is larger, by a factor
L, than the SNR at one antenna element. Antenna selection schemnetegood diversity gain, as they select
the best antenna branches for combining. Actually, it can bevishioat the diversityrder obtained with antenna
selection is proportional t&/, not to L [23]. However, they do not provide full beamforming gain. If the siign
at all antenna elements are completely correlated, then the 8MRGH-S/MRC is onlyL, compared taV for a
MRC scheme.

The analysis of H-S/IMRC based on a chosen ordering of the brancFest appears to be complicated, since
the SNR statistics of the ordered-branchesaténdependent. Even treveragecombiner output SNR calculation
alone can require a lengthy derivation as seen in [17]. Howexeegan alleviate this problem by transforming the
ordered-branch variables into a new set of random variablespdissible to find a transformation that leadsntte-
pendently distributedandom variables (termed "virtual branch variables") BLZhe fact that the combiner output
SNR can be expressed in terms of i.i.d. virtual branch variaklesrmously simplifies the performance analysis
of the system. For example, the derivation of the symbol enmalogbility (SEP) for uncoded H-S/MRC systems,
which normally would require the evaluation of nest€efold integrals, essentially reduces to the evaluation of a
singleintegral with finite limits.

The mean and the variance of the output SNR for H-S/MRC is thus [12]

N
1)\
Ihsmrc = L (1 + Z E) r, €))

n=L+1
and
Ua-S/MRC = <1 + L Z %) )
n=L+1
respectively, wher€& is the mean SNR.
The SEP for MPSK with H-S/MRC is derived in [13] as

I sin” 0 g sin? 0
P - = [ = I |eofrrams| @ ®

L
empskl + sin“ 6 =L+l CMPSKF,,L + sin”® 0

where® = 7(M — 1)/M, andcypsk = sin?(7/M). Similar equations for the SEP for M-QAM can be found in
[13].

2When the average branch SNR’s are not equal, it can be shawththvirtual branch variables acenditionallyindependent [18].
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It is also important to note that the same principles can be usedi®Nmultiple-input single-output) systems,
i.e., where there are multiple antenna elements at the trapsraittd only one antenna at the receiver. If the
transmitter has complete channel state information, it cantdedrsmit weights that are matched to the channel.
If the transmitter uses all antenna elements, this is known as tmuairatio transmission” (MRT) [24if antenna

selection is applied, the system is called "hybrid - selectioaxXimum ratio transmission.

IV. PERFORMANCE OFMIMO SYSTEMS

A. Diversity

As a next step, we analyze a diversity system that has multiple anteemargs both at the transmitter and at
the receiver, and the transmitter has perfect channelisfatenation (CSl), i.e., know the matrikl completely).

In the block diagram of Fig. 1, our "space-time-coder" is then juspalar coder that puts out a sequence of scalar
symbolss. These are then multiplied by the weight vecior to give the complex symbols at the different transmit
antenna elements’. Similarly, at the receiver, we obtain a "soft" symbol estieradsr = w* 7. These symbols
are then demodulated and decoded in the usual way (the "spaeeiticoder” is a conventional, scalar, decoder).
In the following, we look at the case where the transmittergraré antenna selection, while the receiver uses all
available signals and thus performs MRC. But the situationdgrecal all the following considerations are also
valid if it is the receiver that performs the antenna selection.

The performance of this system was analyzed in [25], [26]. It id kedwn that any diversity system with CSI
at the transmitter achieves an effective SNR that is equédegcquare of the largest singular value of the channel
matrix [27]. For a diversity system with antenna selection, wesha consider all possible antenna combinations.
Each chosen set of antenna elements leads to a different charmie| mnad thus a different effective SNR. The
antenna selection scheme finally chooses the matrix associdkethelargest effective SNR.

In mathematical terms, that can be formulated the followiagvdefine a set of matrice$, whereH is created
by striking Ny — L; columns fromH, andS(fI) denotes the set of all possibfé, whose cardinality |5{JLV:) The
achievable SNR of the reduced-complexity system (for a specific channel reaizpis now

7= max (miaX(XfD 6)

where the\; are the singular values éf. Refs. [25], [26] give analytical expressions for upper and Idvamds
on the SNR, as well as Monte Carlo simulations of the exactiteefor the SNR and the bit error probability
(BEP), and capacity derived from it. Note that the SNR of a dit)esystem is related to its capacity by the simple
transformatiorC' = log, (1 + 7).

ThemeanSNR (averaged over all channel realizatioRg)y} can be computed as [28]

L1
E{~v} ZFZXNt—‘i (7

=0
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Fig. 3. Upper figure: Capacity of a system with H-S/MRT at treasmitter and MRC at the receiver for various value£ofvith Ny = 8,
Ny = 2, and SNR= 20 dB. Lower figure: capacity of a system with MRT at transmittiad MRC at receiver for various values &f with
N = 2, and SNR= 20 dB. From [26]

with
N 2 -\ ra N +s)
Xi= (i—l)!(Nt—z')!(Nr—l)!;(_1) ( r ) ZZ:O Gl F )TN ®)

where¢ is Ny — i + r, anda is the coefficient of:® in the expansion ozﬁal(ml/l!)ﬁ. Refs. [29],[30] and [31]
analyze the cask; = 1.

Figure 2 shows the cdf of the capacity for H-S/MRT with difier@alues ofL;, and compares it to MRT. We
see that in this example (which usks = 2. N; = 8), the capacity obtained with; = 3 is already very close to
the capacity of a full-complexity scheme. We also see that theawsment by going from one to three antennas
is larger than that of going from three to eight. For comparisonalse show the capacity for pure MRT with
different values ofV;. The required number of RF chainsiig for the H-S/MRT case and'; for the pure MRT
case. Naturally, the capacity is the same for H-S/MRT with= 8, and MRT with N; = 8. It can be seen by
comparing the two figures that, for a smaller number of RF chdiesHtS/MRT scheme is much more effective
than pure MRT scheme (for the same number of RF chains), ba#rrims of diversity order (slope of the curve)
and ergodic capacity.

As discussed in Sec. llIl, no diversity gain can be achieved bijipfe antenna elements in correlated channels,
and all gain is due to beamforming. Figure 3 compares the performdrec8/8 H-S/MRT system with &/8

MRT. The outage capacity is plotted as a function of the ratio@htbrmalized correlation length at the transmitter
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Fig. 4. 10% outage capacity of a system with 2 receiving argsmnd H-S/MRT at the transmitter as a function of the namedlcorrelation
length at the transmitter (normalized to antenna spacir¥g$. system with optimum antenna selection (dashed), and\&&m (dotted).
Correlation coefficient between signals at two antennaefesthat are spacebapart isexp(—d/ Leorr )-

(normalized to antenna spacing). As expected, the relative peafare loss due to correlation is higheer for the
3/8 H-SIMRT system than for thg/8 MRT system. Ref. [32], [33] have suggested to mitigate those enabl
by the introduction of a phase-shift only matrix that transfotimes signals in the RF domain before selection
takes place. This matrix can either be fixed, e.g., a FFT tramsfiton, or adapting to the channel state. For
fully correlated channels, this scheme can recover the beanmfgrgain. For i.i.d. channels, antenna selection
with a fixed transformation matrix shows the same SNR digtidin as a system without transformation mater

adaptive transformation matrix, however, performs as wedl fasl-complexity system i, > 2.

B. Spatial Multiplexing

For spatial multiplexing, different data streams are trattechifrom the different antenna elemeritsthe fol-
lowing, we consider the case where the TX, which has no channel kdge] uses all antennas, while the receiver
uses antenna selection [15]. In the block diagram of Fig. 1, thens¢hat the transmit switch is omitted. As
we assume ideal (and unrestricted) processing in the spacefticogler/decoder, we do not need to consider the
(linear) weightsw’, w and can set them to unity.

Similar to the diversity case, each combination of antenaments is associated with its own channel matrix

H 3 However, the guantity we wish to optimize now is the informatibeoretic capacity:
r o iyt
CHfs/MIMO = max IOgQ det INr + —HH 5 (9)
S(H) M

wherely is the N, x N; identity matrix. .

3 H is created now strikingV; — L rowsfrom H (because the selection occurs atfibeeive)
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Let us first discuss from an intuitive point of view under what circtanses H-S/MIMO makes sense. It is
immediately obvious that the number of parallel data streameametransmit is upper-limited by the number of
transmit antennas. On the other hand, we need at least as manyerantgnnas as there are data streams in
order to separate the different data streams and allow deatamtul Thus, the capacity is linearly proportional
to min(Ny, N;) [3]. Any further increase of eitheN; or N; while keeping the other one fixed only increases the
system diversity, and consequently allowl®garithmicincrease of the capacity. But we have already seen in the
previous section that hybrid antenna selection schemesdergeiod diversity. We can thus anticipate that a hybrid
scheme withV; > L, > N; will give good performance.

An upper bound for the capacity for i.i.d. fading channels wawddiin [15]. ForL, < IV, this bound is

Ly =

r
Cr_s/vmo < Y logy(1 + ﬁt“/(i)), (10)
i=1

where they(;) are obtained by ordering a set of i.i.&f; chi-square random variables wi¢tV; degrees of freedom.
For L, > N, the following bound is tighter

Nt
Cr_s/mmvo < Y logy

J=1

F L, N
1+m27(i)] =>4 (11)
i=1 j=1

where they ;) are obtained by ordering a set of i..¥; chi-square random variables wittdegrees of freedom.

For the case that; = N,., [34] derived a lower bound
T - - Pt
Cr_s/Mmvo = logy {det <INr + ﬁHHT>] + logy [det(QTU)] (12)
3 N

whereU is an orthonormal basis of the column spacé_fofandﬁ is the N, x L; submatrix corresponding to the
selected antennas. This equation can be used to derive fudbserlbut simpler bounds. The importance of this
equation lies in the fact that the capacity chsgz[det(ﬁ T@ occurs as an additive term to the "usual" capacity
expression, which has been investigated extensively.

Figure 4 shows the cdf of the capacity obtained by Monte Carlalsitions forN, = 8, N; = 3, and varioud.,.
With full exploitation ofall available elements, a mean capacit®bit/s/Hz can be transmitted over the channel.
This number decreases gradually as the number of selectedtdeineecreases, reaching bit/s/Hz atL, = 3.

For Ly < N, the capacity decreases drastically, since a sufficient nunflgntennas to spatially multiple®/;
independent transmission channels is no longer available.

Correlation of the fading leads to a decrease in the achievaplacity (compare the decrease in diversity dis-
cussed in Sec. 4.A). One possibility for computing the perforradoss is offered by Eq. 12: the performance
loss ofany MIMO system due to antenna selection is givenldyy, [det(QT@. This fact can be combined with
well-known results for capacity of full-complexity MIMO systs in correlated channels [35] to give bounds of
the capacity. The optimum transmit correlation matrix is derivef@6]. Phase transformation [32], [33] or beam
selection [37] improve the performance in correlated channglso, the combination of constellation adaptation

with subset selection is especially beneficial in correlateannels [38].
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Fig. 5. Capacity for a spatial multiplexing system with = 8, Nt = 3, SNR= 20 dB, andLr = 2,3, ....8.

It also turns out that for antenna selection and low SNRs, diyeran give higher capacities than spatial multi-

plexing. Reference [39] proved this somewhat surprisinglteBor small SNRs, the capacity with spatial multi-

plexing is
r ! 9
Cu-s/mMmvo ~ , ln ZZ\HM (13)
whereas for diversity, it is
A/ Lr Lt - 2
Cy_ ~—— H;.; 14
H-S/MRC N T oy ; ]; i (14)

In other words, the difference between the two expressions arertiss terms that appear for the diversity case.
By appropriate choice of the antennas, the contribution from thescterms to the capacity is positive, so that

Cu—_s mre €an be larger tha@'y_s mmvo- Similar results also hold in the case of strong interfered6 [

C. Space-time coded systems

Next, we consider space-time coded systems with transmit aptVeeantenna selection in correlated channels.
We assume that the transmitter has knowledge aboust#tisticsof the fading, i.e., it knows the correlation of the
fading at the different antenna elements. Assume furtherlibatd-called "Kronecker-model" is valid, in which the
directions (and mean powers) of the multipath componentedtansmitter are independent of those at the receiver
[41], [16]. The channel with its selected antenna elementeis described by the modified correlation matri@s
andEr, which describe the correlation of the signals at the selectehaas. The pairwise error probability (i.e.,
confusing codeword ) with codewords" ) for a space-time coded system can then be shown to be [28], [42],
[43]

— NNy

P(SD — 5(j)) < ‘RdN"R”'Nr o (15)

|2 ,E} |
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wheref; ; = SO — 50U The optimum antenna selection is thus the one that maximizesteemnants oﬁt
andEr. The selection at the transmitter and the receiver can beiddependentlythis is a consequence of the
assumptions of the Kronecker model.

This equation also confirms that the achievable diversity ordeictwis the exponent of) is NV;N.. However,
note that the coding gain of a space-time coded antenna-selsgsitam lies below that of a full-complexity system
[44]. The combination of space-time block coding and antenlegtien had also been suggested in [4&jecific
results for the Alamouti code are given in [46], [47] and [48]. Sptme trellis codes with antenna selection are

analyzed in [49]. Code designs and performance bounds are gived]in [5

V. ANTENNA SELECTION ALGORITHMS

The only mechanism for a truly optimum selection of the antenmaeiés is an exhaustive search of all possible
combinations for the one that gives the best SNR (for diversityapacity (for spatial multiplexing). However,
for H-S/MIMO, this requires somézL\’:) (JLV') computations of determinants for each channel realizationshwhic
quickly becomes impractical. For this reason, various simplgidction algorithms have been proposed. Most of
them are intended for systems where the selection is done at onlinkrad.

The simplest selection algorithm is the one based on the poweeatteived signals. For the diversity case,
this algorithm is quite effective. However, for spatial mpikixing, this approach breaks down. Only in ab®ft
of all channel realizations does the power-based selectiorttydveame result as the capacity-based selection, and
the resulting loss in capacity can be significant. This behadoibe interpreted physically: the goal of the receiver
is to separate the different data streams. Thus it is not goodddhe signals from two antennas that are highly
correlated, even if both have have high SNR. Figure 6 gives thecitigsathat are obtained by antenna selection
based on the power criterion compared to the optimum selection.

Based on these considerations, an alternative class of algeritambeen suggested by [51]. Suppose there are
two rows of theH which are identical. Since these two rows carry the same infiamave can delete any one
of theses two rows without losing any information about the wrdtied vector. In addition if they have different
powers (i.e. magnitude square of the norm of the row), we d#éieteow with the lower power. When there are no
identical rows, we search for two rows with highest correlatiod then delete the row with the lower power. In
this manner we can have the channel matfiwhose rows have minimum correlation and have maximum powers.
This method achieves capacities within a few tenths of a bit/s/N somewhat similar approach, based on the
mutual information either between receive antennas, or betwagsniieand receive antennas, has been suggested
independently by [52].

Another algorithm was suggested in [53], [54], [55]. It makés- L passes of a loop that eliminates the worst

antenna, where the indexof the worst antenna is found as
B -1
p=argmin H, [1 + FZEE] o}, (16)
wherel,, is thep—th row of . Further selection algorithms are also discussed in [56], [57].
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Fig. 6. Cdf of the capacity of a system witty = 8, N; = 3. Selection of antenna by capacity criterion (solid) and twyer criterion (dashed).

VI. EFFECT OF NONIDEALITIES

A. Low-rank channels

Previously, we have assumed that the channel is i.i.d. compdaisgian, or exhibits some correlation at the
transmitter and/or receiver. However, in all of those caseshlannel matrix is full-rank, and the goal of the antenna
selection is to decrease complexity, while keeping the perdioce loss as small as possible. There are, however,
also propagation channels where the matfiixhas reduced rank [58], [59], [60]. Under those circumstances,
antenna selection at the transmitter can actuatiyeasethe capacity of the channel [61].

Note that the antenna selection increases the capacity onlyarechto the case of equal power allocation for all
antennas. It cannot increase the capacity compared to the Watgdpproachactually, the selection process can

be considered as an approximation to waterfilling [62].

B. Linear receivers for spatial multiplexing systems

The simplest receiver for spatial multiplexing systems is aglimeceiver that inverts the channel matfikx
(zero-forcing). While this scheme is clearly suboptimal, it iesadvantage of simplicity, and is easy to analyze
mathematically. The SNR for ai —stream spatial multiplexing system with a zero-forcing reeeivas calculated

in [63]. The SNR of the:!" data streamy, is

’y'chF) _ ‘f‘i — (17)
MNo {ﬂp H”} kk
which can be bounded as
E.
'Vgi';) A?nin(ﬂ) M ];0. (18)
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Fig. 7. Impact of errors in the estimation of transfer fuastmatrix . Cdf of the capacity for (i) ideal CSl at TX and RX (solid),)(inperfect
antenna selection, but perfect antenna weights (daslidinperfect antenna section as well as weights at TX odiyt{ed), and (iv) imperfect
antenna weights at TX and RX (dash-dotte$l)V Rpjiot = 5 dB. From [65].

C. Frequency-selective channel

In frequency-selective channels, the effectiveness of anteslaation is considerably reduced. Note that dif-
ferent sets of antenna elements are optimum for different (unat@d® frequency bands. Thus, in the limit that
the system bandwidth is much larger than the coherence bandsfitith channel, and if the number of resolvable
multipath components is large, all possible antenna subsetsrigeequivalent. This can also be interpreted by the
fact that such a system has a very high diversity degree, sornlieadditional diversity from antenna selection
would be ineffective anyway. However, for moderately freggyeselective channels, antenna selection still gives

significant benefits. A precoding scheme for CDMA that achisueh benefits is described in [64].

D. Channel estimation errors

We next investigate the fluence of erroneous CSI on a diversity system with transmihaatselection [65]. We
assume that in a first stage, the complete channel transfer nsadstimated. Based on that estimate, the antennas
that are used for the actual data transmission are selectédharantenna weights are determined. Erroneous
CSI can manifest itself in different forms, depending on thefiguration of the training sequence and the channel
statistics: (i) erroneous choice of the used antenna elemahesr@rs in the transmit weights, and (iii) errors in
the receive weights. Figure 7 shows the effect of those errors oceghecity of the diversity system. The errors
in the transfer functions are assumed to have a complex Gaussiebufion with certainSN Ryiior, Which is the
SNR during the transmission of the pilot tones. We found tha&ih.S N Ryi10¢ 0f 10 dB results in a still tolerable
loss of capacity (less than 5%). However, below that levelctpacity starts to decrease significantly, as depicted

in Figure 7.
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Another type of channel estimation error can be caused by a tiffeeedback bit rate (for feeding back CSI
from the receiver to the transmitter in a frequency-duplexesy$t This problem is especially important for the
W-CDMA standard, where the number of feedback bits is limitedmo per slot. Attempts to send the weight
information for many transmit antenna thus have to be in a vergsecguantization, or has to be sent over many
slots, so that - in a time-variant environment - the feedbadbrimétion might be outdated by the time it arrives
at the transmitter. Thus, the attempt of getting full channééstdormation to the transmitter carries a penalty of
its own. The use of hybrid antenna selection might give bettettseisLthis case, since it reduces the number of
transmit antennas for which channel information has to be feld.ban algorithm for optimizing the "effective"
SNR is discussed in [66].

E. Hardware aspects

Finally, we consider the effects of the hardware on the perdioca. In all the previous sections, we had assumed

"ideal" RF switches with the following properties:

« they do not suffer any attenuation or cause additional noifeeineceiver
« they are capable of switching instantaneously

« they have the same transfer function irrespective of the oatpaiinput port.
Obviously, those conditions cannot be completely fulfilled iagpice:

« the attenuation of typical switches varies between a few tenthsd®f and several dB, depending on the
size of the switch, the required throughput power (which makéswitches more difficult to build than RX
switches), and the switching speed. In the TX, the attenuafidime switch must be compensated by using a
power amplifier with higher output power. At the receiver, thterauation of the switch plays a minor role if
the switch is placedfter the low-noise receiver amplifier (LNA). However, that implibat V, instead ofL,
receive amplifiers are required, eliminating a considerabfegiahe hardware savings of antenna selection
systems.

« switching times are usually only a minor issue. The switch has tobbeta switch between the training
sequence and the actual transmission of the data, without diegrélas spectral efficiency significantly. In
other words, as long as the switching time is significantly senéitian the duration of the training sequence, it
does not have a detrimental effect.

« the transfer function has to be the same from each input-pe&db output-port, because otherwise the transfer
function of the switch distorts the equivalent baseband cHaravesfer function that forms the basis of all the
algorithms. It cannot be considered part of the training, bex#dis not assured that the switch uses the same
input-output path during the training as it does during the actual lansmission. An upper bound for the

admissible switching errors is the error due to imperfect cabestimation.
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VIlI. SUMMARY AND CONCLUSIONS

This paper presented an overview of MIMO systems with antennatieie Either the transmitter, the receiver,

or both use only the signals from a subset of the available antenn#s.alldws considerable reductions in the

hardware expense. The most important conclusions are

antenna selection retains the diversity degree (compared talthkemplexity system), for both linear diver-
sity systems with complete channel knowledge, and space-tidexicsystems. However, there is a penalty in
terms of the average SNR.

for spatial multiplexing systems (BLAST), antenna selection atréiteiver only gives a capacity comparable
to the full-complexity system as long &s > V; (and similarly for the selection at the transmitter).

optimum selection algorithms have a comple>@9). However, fast selection algorithms do exist that have
much lower (polynomial withiV) complexity, and perform almost as well as full-complexity syss.

for low SNR, spatial multiplexing does not necessarily maximagacity when antenna selection is present.
The same is true for strong interference.

for low-rank channels, transmit antenna selection icareasethe capacity compared to a full-complexity
system (without channel knowledge at the TX).

channel estimation errors do not decrease the capacity signifidethe SNR of the pilot tones is comparable
to, or larger than, the SNR during the actual data transmission.

frequency selectivity reduces the effectiveness of antenpatisi.

switches with low attenuation are required both for transméttel receiver.

antenna selection is an extremely attractive scheme focimgithe hardware complexity in MIMO systems.
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