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Quiltin g for Texture Synthess and Transfer

Alexei Efros and William T. Freeman. January, 2001. DRAFT--Please don't circulate.

Abstract

We presehasimpleimage-basgé methal of generatig novel visual
appearane in which a new image is synthesizd by stitching to-
gethe smal patche of existing imagesWe call this proces image
quilting. First, we use quilting as new, fast yet very simple texture
synthess algorithm which produce surprisingy goad resuls for a
widerange of textures Secondwe exterd the algorithm to perform
texture transfe — renderirg an objed with a texture taken from a
differert object More generaly, we demonstrathow an image can
be re-renderd in the style of a differert image The methal works
directly on the images ard does nat require 3D information.

Key Words: Texture Synthesis Texture Mapping Image-based
Rendering

1 Introduction

In the pas deca@ compute graphis experience a wave of re-

seard in the area of image-base renderiry as peopk explored the
idea of capturirg some sample of the red world asimages and us-

ing them to synthesie novel views rathe than recreatiig the entire
physica world from scratch This, in turn, helped generag inter-

ed inimage-base texture synthess algorithms Suc an algorithm
shoub be able to take a sampe of texture and generag an unlim-

ited amourn of image datawhich, whilenot exactly likethe original,

will be percéved by humars to be the sane texture. Furthermore,
it would be usefu to be able transfe the texture from one object
to anthe (e.g the ability to cut and paste materid properties on

arbitray objects).

In this pape we preseh an extremely simple algorithm to address
the texture synthess problem The main idea is to synthesie new
texture by taking patche of existing texture ard stitching them to-
gethe in aconsistehway.

1.1 PreviousWork

While the problem of texture analyss ard synthess from red im-
ages has had along histoly of researh in the compute vision and
statisticscommunitiesit was not until the semin& pape by Heeger
ard Bergen [5] tha the quality of resuls reachd a level accept-
able for use in compute graphics Their main insight was to model
texture in terms of histograns of filter responsgat multiple scales
and orientations |t turned out tha matchirg thes histograns iter-
atively at differert spatid scales was enoudn to produ@ impressve
synthess resuls for stochast textures However, since thes his-

tograns measue marginal, not joint, statistics they do nat capture
importart relationshis acros scale and orientationsand thus the

algorithm fails for more structurel textures Severd attemps have

bee mack to exterd this idea to captue awider range of textures,
including De Bond [1] who sample from conditiona distribution

over multiplescalesard later Portillaet.al [8] who matd both first

and secoml orde properties of wavelet codficients While impor-

tart from atheoreticé point of view, neithe methal is successful
at capturirg locd detal of many structurel textures.

A differert approab is to directy modé pixels given their spatial
neighborhoodsEfros ard Leurg [3] propo® a simple methal of

“growing” texture one pixel at atime. The conditiond distribution

of ead pixel given all its neighbos synthesizd so far is estimated
by searchig the sampé image ard finding all similar neighbor-
hoods This algorithm produce very goad resuls for a wide range
of textures but is excruciatingy slow (afull seart of the input im-

ace is requiral to synthesie every single pixell). Wei ard Levoy

[11] show away of significanty speedig it up (up to 2 ordes of

magnitudg by (1) using a multi-scak image pyramid ard (2) clus-

tering pixel neighborhood (both inspired by earlie work of Popat
and Picad [7]). However, using thes optimizatiors mears that of-

ten the beg matchirg neighborhood will not be found Therefore,
many textures especialy thee with high frequerty structue (such
asimages of text), are not synthesizd aswell asin[3].

Anothe recen approachproposé by Xu et.al [12], isinspired by
the Clone Tod of PHOTOSHOP and GIMP ard is so simple it'sal-
mod magicatha it works Theideaisto take randan squae blocks
from the input texture and place them randomy onto the synthe-
sized texture (with alpha blendirg to avoid edge artifacts) While
this techniqwe will fail for highly structurel patterrs (e.g a chess-
board due to bounday inconsistenciesfor mog semi-stochastic
textures it works no worse than othe more complicatel algorithms
(sud as [1]). The technige was successfull usel by Prawn et.al.
[9] for semi-automat texturing of non-cevelopabk objects.

Methods have been developal in particula renderirg domains
which captue the spirit of our goak in texture transfe. Our god is
like that of work in non-photorealisti renderiry (e.g [2, 10, 6, 4]).
A key distinction is tha we se& to characterie the outpu render-
ing style by samplirg from the red world. Thisallowsfor arichness
of renderirg styles characterizé by sample from photographk or
drawings.
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Figure 1 Quilting texture. Square blocks from the input texture are patched together to synthesize a new texture sample: (a) blocks are chosen
randomly (similar to [12, 9]), (b) the blocks overlap and each new block is chosen so as to “agree” with its neighbors in the region of overlap,
(c) to reduce blockiness the boundary between blocks is computed as a minimum cost path through the error surface at the overlap.

1.2 Motivation agrees with its neighbors along the region of overlap. Figure 1(b)
) . ) ] ] shows a clear improvement in the structure of the resulting texture,
One curious fact about one-pixel-at-a-time synthesis algorithms powever the edges between the blocks are still quite noticeable.

such as Efros and Leung [3] is that for most complex textures very once again, smoothing across the edges will lessen this problem
few pixels actually have a choice of values that can be assigned top,t we will attempt to solve it in a more principled way.

them. That is, during the synthesis processst pixels have their ) ) ) )

values totally determined by what has been synthesized sédar ~ Finally, we will let the blocks have ragged edges which will allow
a Simp|e examp|e’ let us take a pattern of circles on a p|ane. Oncethem to better apprOXIma_.te the features in the_teXtUre. Now, before
the algorithm has started synthesizing a particular circle, all the re- placing a chosen block into the texture we will look at the error
maining pixels of that circle (plus some surrounding ones) are com- in the overlap region between it and the other blocks. We find a
pletely determined! In this extreme case, the circle would be called Minimum cost path through that error surface and declare that to be
the texture elementdxe), but this same effect persists to a lesser the boundary of the new block. Figure 1(c) shows the results of this
extent even when the texture is more stochastic and there are no obsimple modification.

vious texels. This means that a lot of searching work is waisted on

pixels that already “know their fate”. It seems then, that the unitof 2.1 The Algorithm

synthesis should be something more than a single pixel, a “patch”

perhaps. Then the process of texture synthesis would be akin toThe complete algorithm is as follows:

putting together a jigsaw puzzle, quilting together the patches, mak-

ing sure they all fit together. Of course, determining precisely what o Gg through the image to be synthesized in raster scan order in
are the patches for a given texture and how they are put together steps of one block (minus the overlap).

hits at the heart of texture analysis — an open problem in computer

vision. Here we will present a poor man’s version of stitching to- e For every location, search the input texture for a set of blocks
gether patches of texture to form the output image. We call this that satisfy the overlap constraints (above and left) within
method “image quilting”. some error tolerance. Randomly pick one such block.
- e Compute the error surface between the newly chosen block

2 Quilting and the old blocks at the overlap region. Find the minimum

. . . ) cost path along this surface (using dynamic programming)
In this section we will develop our patch-based texture synthesis and make that the boundary of the new block. Paste the block
procedure. Let us define the unit of syntheito be a square block onto the texture (with optional alpha blending). Repeat.

of user-specified size from the s®fof all such overlapping blocks
in the input texture image. To synthesize a new teture image, as aThe size of the block is the only parameter controlled by the user

first step let us simply tile it with blocks taken randomly frc&n ; : . .
The result shown on Figure 1(a) already looks somewhat reasonablef)1nd It depends on the properties of a given texture; the block must
e big enough to capture the relevant structures in the texture, but

and for some textures will perform no worse than many previous mall enoudh so that the interaction between th tructures is left
complicated algorithms as demonstrated by [12, 9]. Still, the result Ep ?0 tieoglgor?t%ma € interaction between these structures IS 1e

is not satisfying, for no matter how much smoothing is done across
the edges, for most structured textures it will be quite obvious that Details: in all of our experiments the width of the overlap edge (on
the blocks do not match. one side) was 1/6 of the size of the block. The error was computed
using the£2 norm on pixel values. The error tolerance was set to

As the next step, let us introduce some overlap in the placement ? . .
b, P P be within 0.1 times the error of the best matching block.

of blocks onto the new image. Now, instead of picking a random
block, we will searchSs for such a block that by some measure
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2.2 Synthesis Results

The results of the synthesis process for a wide range of input tex-
tures are shown on Figures 2 and 3. Despite its simplicity, the algo-
rithm does rather well when compared to the current state-of-the-art
methods (Figure 4). The algorithm is not only trivial to implement
but is also quite fast: the unoptimizedAviLAB code used to gen-
erate these results ran for between 15 seconds and several minutes e
per image depending on the sizes of the input and output and the
block size used. Because the constraint region is always the sa
it's very easy to optimize the search process (say, with a k-d tree
without compromising the quality of the results.

3 Texture Transfer

Because in image quilting there is a direct mapping to image posi
tions in the texture source image, it is particularly well suited for
texture transferWe augment the synthesis algorithm by requiring
that each patch satisfy a desitgtrespondence maps well as sat-
isfy the texture synthesis requirements. The correspondence map
a spatial map of some corresponding quantity over both the texturd
source image and a controlling target image. That quantity could be
image intensity, low frequency image components, image orienta-

tion, or even 3-d surface slope, if that information were available ~ Figure 5 From the rice texture (upper left), the normal synthesis
for the texture source image as well. process produces a texture like on the upper right. However, if the

synthesis is constrained by another image, the result looks quite dif-

An example of texture transfer is shown in Figure 5. Here, the cor-  ferent (lower right).

respondence map are the image intensities of the man’s face. That .

is, bright patches of face and bright patches of rice are defined to4 Conclusion

have a low correspondence error. The synthesized rice texture con-

forms to this second constraint, yielding a rendered image where In this paper we have introducédage quilting a simple method of

the face image appears to be rendered in rice. synthesizing a new image by stitching together small patches of ex-
isting images. Despite its simplicity, this method works amazingly
well when applied to texture synthesis, producing results that are
equal or better than the state-of-the-art [3] but at a fraction of the

For texture transfer, the quilting algorithm must be modified to deal
with the fact that the image being synthesized must now respect

two independent constraints: (a) that local the output are 'eg't'mate’computational cost. We have also extended our method to texture

synthesized e?(amples of t.he source texture, and (b) that th'e COMransfer in a general setting (something that, to our knowledge, has
respondence image mapping is respected. In order to do this, the

procedure of picking the best block is modified in the following not been done before) with some very promising results.

way. In addition to ranking all blocks by how well they satisfy the Besides many practical applications, we think this work also pro-
overlap constrains with the source texture synthesized so far, nowvides new insights into the way texture is modeled and perceived.
we must also rank them by how well they match (according to the The fact that crude patches of texture stitched together with a few
correspondence map) the destination texture patch at that location.constraints work just as well as meticulously synthesizing each

The two ranking are merged with user-specified paramgtehich pixel by itself is a very non-trivial observation. It clearly shows the
determines the tradeoff between those two constraints, and the besenormous importance of local structure for successful modeling of
matching block is picked using the same procedure as before. visual phenomena.

Because of the added constraint, sometimes one synthesis pass
through the image is not enough to produce a visually pleasing References
result. In such cases, we iterate over the synthesized image sev- . . . .
eral times, reducing the block size with eac% iteration Thg only ¥ S'hDe. Bofnet. Mul_tlresolutggzaénfgagéagocedurgsffrggglg%and
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Figure 2 Synthesis results for a wide range of textures. The resulting texture is synthesized at twice the size of the original.
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Figure 4 Our method compares favorably to the current state-of-the-art synthesis algorithms. Our results are virtually the same as Efros &
Leung [3] (not shown) but at a much smaller computational cost.
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Figure 6 Here a Picasso drawing is taken as a source texture (up-
per left) and applied to re-render a photograph of Richard Feynman
(lower left) in a line-drawing style. A low-pass filtered version of
the drawing is taken as the source correspondence map. The Feyn-
man photo is used as its own correspondence map. The result (lower
right) definitely shows the influence of Picasso — here Dr. Feynman
is no longer smiling.

Figure 7 An orange has a very nice distinctive texture, quite suitable
for texture transfer. Here, the photograph of an orange from the first
page was used to give these fruits and vegetables a new look.
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