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#### Abstract

We consider angular-domain channel estimation in massive MIMO systems using one-bit analog-to-digital converters (ADCs) with various thresholding schemes at the receivers. We first derive the performance bounds for estimating angulardomain channel parameters, including the angles-of-arrival (AoA), angles-of-departure (AoD) and the associated path gains. Specifically, we derive 1) the deterministic Cramer-Rao bound (CRB) when all of the angulardomain channel parameters are treated as deterministic unknowns; 2) the hybrid CRB when some parameters have known prior probability density functions(pdfs) while the rest are assumed to be deterministic unknowns;3) the Bayesian CRB when all of them have known prior pdfs. We also consider using the maximum likelihood (ML) method for channel estimation and a computationally efficient relaxation based cyclic algorithm (referred to as 1bRELAX) to obtain the ML estimates. When the prior information is available, the maximum a posteriori (MAP) and joint ML-MAP (JML-MAP) estimators are derived. We also use the one-bit Bayesian information criterion (1bBIC) to determine the number of scattering paths. Numerical examples are provided to verify the derived performance bounds with different thresholding schemes and demonstrate the performance of the proposed channel estimation algorithms.
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## I. Introduction

Millimeter-wave (mmWave) massive multiple-input multiple-output (MIMO) systems can offer significant throughput increase for wireless communications by taking advantage of the large available bandwidth at the mmWave frequency band [1]-[4]. Due to the small wavelengths and antenna sizes, hundreds of antennas can be fitted into a small space to provide a large array gain to compensate for the significant path losses at the mmWave band. However, the prohibitive cost and power consumption needed by a large number of high-resolution (e.g., 8-12 bits) analog-to-digital

[^1]converters (ADCs) at the antenna outputs make the system impractical.

One promising solution is to use low resolution ADCs (e.g., 1-4 bits) at the receivers [5]-[11], to drastically reduce the power consumption and cost of massive MIMO systems. Compared with the unquantized (i.e., infinite precision quantization) case, the capacity loss using one-bit ADCs is only 1.96 dB at low signal-to-noise ratios (SNRs) [12], [13].

Channel estimation has been studied for one-bit massive MIMO systems in [6], [14]-[18]. In [6], a least squares (LS) estimator was proposed by simply treating the quantization noise as additive Gaussian noise. A maximum likelihood (ML) estimator was developed in [14] by imposing a channel norm constraint on a convex optimization problem. In [16], a Bussgang decomposition based linear minimum mean-squared error (BLMMSE) estimator was proposed for one-bit uplink massive MIMO channel estimation. [7] proposed a Bayesoptimal joint channel-and-data (JCD) estimation algorithm, where the reliably detected payload data is in turn used to iteratively refine the channel estimate. In all of the aforementioned works, fixed zero-threshold is used for one-bit ADCs and the noise variance is assumed known. For nonzero thresholding schemes, [19] showed that an unknown non-zero threshold has a negative effect on the achievable channel estimation accuracy, especially at high SNRs. An adaptive quantization (AQ) scheme was proposed in [20], where the thresholds for the one-bit ADCs are assumed known and dynamically adjusted to converge to the optimal ones, to significantly improve the channel estimation performance. However, a large number of expensive high-resolution digital-to-analog converters (DACs) may be needed to generate the thresholds required by the AQ scheme.

All of the aforementioned methods focus on estimating each element of the channel matrix directly for one-bit massive MIMO systems. They can be regarded as non-parametric approaches. However, due to the sparse nature of the channel at mmWave bands (e.g., 28 GHz ), the channel matrix can be represented in the angular domain in a parametric way with a much smaller set of parameters, i.e., angles-of-arrival (AoA), angles-of-departure (AoD) and path gains, which can be estimated with much shorter pilots. In this parametric approach, more accurate channel estimates can be expected since the number of unknown parameters is dramatically reduced. In addition, these angular states can be used for beamforming to compensate for the high path losses at mmWave bands [21].

Hence, the angular-domain channel estimation is of significant interest. In [9], a generalized approximate massage passing (GAMP) based algorithm was proposed by turning the one-bit angular-domain mmWave massive MIMO channel estimation problem into a noisy quantized compressed sensing problem, to provide a superior performance-complexity tradeoff.

In this paper, we focus on the angular-domain channel estimation for one-bit mmWave massive MIMO systems. Specifically, we consider zero-theresholding and time-varying/antenna-varying thresholding schemes for the one-bit ADCs, and propose computationally efficient onebit angular-domain channel estimation algorithms. Our main contributions are summarized as follows:

- We derive the deterministic Cramér-Rao bounds (CRBs) for estimating the AoA, AoD and the associated path gains for various thresholding schemes. We pay particular attention to the practical case of unknown noise variance and highlight the ambiguity between the path gains and noise variance ${ }^{1}$.
- For knowledge-aided channel estimation, we model the AoA, AoD and path gains as random parameters with known prior probability density functions (pdfs) and derive the performance bounds. In particular, we derive two hybrid CRBs when a subset of channel parameters have known prior pdfs while the remaining parameters are treated as deterministic unknowns. A Bayesian CRB is also derived by assuming all angular-domain channel parameters have known prior pdfs. We characterize the channel estimation performance of using different thresholding schemes.
- We consider the maximum likelihood (ML) estimator for channel estimation to deal with the deterministic unknowns. A computationally efficient relaxation based cyclic algorithm, referred to 1bRELAX, is used to obtain the ML estimates.
- For the knowledge-aided case, the maximum a posteriori probablity (MAP) and joint ML and MAP (JML-MAP) channel estimation methods are derived.
- We use a simple and effective Bayesian information criterion (BIC), referred to as 1bBIC, to estimate the channel path number.
The rest of this paper is organized as follows. An angulardomain channel model for mmWave massive MIMO systems with one-bit ADCs is introduced in Section II. The deterministic CRB for angular-domain channel estimation is derived in Section III. The hybrid and Bayesian CRBs for knowledge-aided channel estimation are provided in Section IV. In Section V, we present the ML, JML-MAP and MAP algorithms for channel estimation and the 1bBIC rule for channel path number determination. The numerical examples are given in Section VI and we conclude the paper in Section VII.

Notations: $j \triangleq \sqrt{-1}$. Bold lower letters denote vectors. Bold uppercase letters denote matrices. $\mathbf{I}_{N}$ denotes an $N \times N$

[^2]identity matrix. $a_{m}$ denotes the $m^{\text {th }}$ element of a vector $\boldsymbol{a}$, and $A_{p, q}$ denotes the $(p, q)^{\text {th }}$ element of a matrix A. Superscripts $(\cdot)^{*},(\cdot)^{T},(\cdot)^{H}$ and $(\cdot)^{-1}$ represent the complex conjugate, transpose, conjugate transpose and inverse operations, respectively. $\|\cdot\|_{2}$ and $\|\cdot\|_{\mathrm{F}}$ denote the Euclidean and Frobenius norms, respectively. $\Re(\cdot)$ and $\Im(\cdot)$ denote taking the real and imaginary parts, respectively. $\otimes$ denotes the Kronecker product. $\mathbf{A} \odot \mathbf{B}$ denotes the Khatri-Rao product between matrices $\mathbf{A}$ and $\mathbf{B}$, which is given by $\left[\boldsymbol{a}_{1} \otimes \boldsymbol{b}_{1}, \cdots, \boldsymbol{a}_{N} \otimes \boldsymbol{b}_{N}\right]$, where $\boldsymbol{a}_{m}$ and $\boldsymbol{b}_{m}$ denote, respectively, the $m^{\text {th }}$ columns of $\mathbf{A}$ and $\mathbf{B}$. vec $(\mathbf{A})$ denotes the vectorization operation of stacking the columns of $\mathbf{A}$ on top of each other. $\mathrm{E}_{x}[\cdot]$ denotes the expectation operation with respect to (w.r.t.) $x$.

## II. System Model

## A. Angular-Domain mmWave Massive MIMO System Model

Consider a massive MIMO system with $N_{t}$ transmit antennas at the mobile station (MS) and $N_{r}$ receive antennas at the base station (BS) in Fig. 1. In the training phase, a pilot signal of length $K$ is sent from the MS to the BS. Then the received signal $\mathbf{Y} \in \mathbb{C}^{N_{r} \times K}$ at the BS has the form:

$$
\begin{equation*}
\mathbf{Y}=\mathbf{H X}+\mathbf{V}, \tag{1}
\end{equation*}
$$

where $\mathbf{H} \in \mathbb{C}^{N_{r} \times N_{t}}$ is the channel matrix, $\mathbf{X}=$ $\left[\boldsymbol{x}_{1}, \cdots, \boldsymbol{x}_{K}\right] \in \mathbb{C}^{N_{t} \times K}$ is the pilot signal with average transmit power $\mathrm{E}\left[\boldsymbol{x}_{k}^{H} \boldsymbol{x}_{k}\right]=\rho, 1 \leq k \leq K$, and $\mathbf{V} \in \mathbb{C}^{N_{r} \times K}$ is the circularly symmetric complex-valued white Gaussian noise with i.i.d. $\mathcal{C N}\left(0, \sigma_{v}^{2}\right)$ entries.


Fig. 1. One-bit massive MIMO system diagram.

Consider the channel model parameterized via spatial angles and gains associated with different propagation paths [24]. Assume that there are $N_{s}$ active scatterers between the MS and the BS. Denote $\alpha_{l}$ as the complex gain of the $l^{\text {th }}$ scattering path, $\theta_{l}$ and $\varphi_{l}$ as the associated AoA and AoD, respectively. Then for a uniform linear array (ULA), the steering vectors for the $l^{\text {th }}$ scatterer at the BS and MS are, respectively,

$$
\begin{equation*}
\boldsymbol{a}_{\mathrm{BS}}\left(\theta_{l}\right)=\left[1, e^{j 2 \pi \sin \left(\theta_{l}\right) \frac{d_{r}}{\lambda}}, \cdots, e^{j\left(N_{r}-1\right) 2 \pi \sin \left(\theta_{l}\right) \frac{d_{r}}{\lambda}}\right]^{T} \tag{2a}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{a}_{\mathrm{MS}}\left(\varphi_{l}\right)=\left[1, e^{j 2 \pi \sin \left(\varphi_{l}\right) \frac{d_{t}}{\lambda}}, \cdots, e^{j\left(N_{t}-1\right) 2 \pi \sin \left(\varphi_{l}\right) \frac{d_{t}}{\lambda}}\right]^{T} \tag{2b}
\end{equation*}
$$

where $\lambda$ is the wavelength, and $d_{r}$ and $d_{t}$ are the inter-element spacings of the ULAs at the BS and MS, respectively. Then
the channel matrix $\mathbf{H}$ is given by:

$$
\begin{equation*}
\mathbf{H}=\sum_{l=1}^{N_{s}} \alpha_{l} \boldsymbol{a}_{\mathrm{BS}}\left(\theta_{l}\right) \boldsymbol{a}_{\mathrm{MS}}^{H}\left(\varphi_{l}\right) \triangleq \mathbf{A}_{\mathrm{BS}}(\boldsymbol{\theta}) \mathbf{H}_{\Lambda} \mathbf{A}_{\mathrm{MS}}^{H}(\boldsymbol{\varphi}), \tag{3}
\end{equation*}
$$

where $\boldsymbol{\theta}=\left[\theta_{1}, \cdots, \theta_{N_{s}}\right]^{T}, \boldsymbol{\varphi}=\left[\varphi_{1}, \cdots, \varphi_{N_{s}}\right]^{T}$ and $\mathbf{H}_{\Lambda}=$ $\operatorname{diag}\left\{\alpha_{1}, \cdots, \alpha_{N_{s}}\right\}$. Also, the $l^{\text {th }}$ columns of $\mathbf{A}_{\mathrm{BS}}(\boldsymbol{\theta}) \in$ $\mathbb{C}^{N_{r} \times N_{s}}$ and $\mathbf{A}_{\mathrm{MS}}(\boldsymbol{\varphi}) \in \mathbb{C}^{N_{t} \times N_{s}}$ are given as $\boldsymbol{a}_{\mathrm{BS}}\left(\theta_{l}\right)$ of (2a) and $\boldsymbol{a}_{\mathrm{MS}}\left(\varphi_{l}\right)$ of (2b), respectively. It's worth noting that the angular-domain channel model of (3) is similar to that encountered in MIMO radar systems [25], [26]. Plugging (3) into (1), we can represent the received signal with the angulardomain parameters, $\boldsymbol{\theta}, \boldsymbol{\varphi},\left\{\alpha_{l}\right\}_{l=1}^{N_{s}}$, as:

$$
\begin{equation*}
\mathbf{Y}=\mathbf{A}_{\mathrm{BS}}(\boldsymbol{\theta}) \mathbf{H}_{\Lambda} \mathbf{A}_{\mathrm{MS}}^{H}(\boldsymbol{\varphi}) \mathbf{X}+\mathbf{V} \tag{4}
\end{equation*}
$$

Let $\mathbf{y}=\operatorname{vec}(\mathbf{Y})$. Then we have:

$$
\begin{align*}
\mathbf{y} & =\operatorname{vec}\left(\mathbf{A}_{\mathrm{BS}}(\boldsymbol{\theta}) \mathbf{H}_{\Lambda} \mathbf{A}_{\mathrm{MS}}^{H}(\boldsymbol{\varphi}) \mathbf{X}\right)+\mathbf{v} \\
& =\left[\left(\mathbf{X}^{T} \mathbf{A}_{\mathrm{MS}}^{*}(\boldsymbol{\varphi})\right) \odot \mathbf{A}_{\mathrm{BS}}(\boldsymbol{\theta})\right] \boldsymbol{\alpha}+\mathbf{v}  \tag{5}\\
& \triangleq \boldsymbol{\Gamma}(\boldsymbol{\theta}, \boldsymbol{\varphi}) \boldsymbol{\alpha}+\mathbf{v}
\end{align*}
$$

where $\mathbf{v}=\operatorname{vec}(\mathbf{V})$ and $\boldsymbol{\alpha}=\left[\alpha_{1}, \cdots, \alpha_{N_{s}}\right]^{T}$. It is seen from (5) that the angular parameters $\boldsymbol{\theta}$ and $\varphi$ are embedded in $\Gamma$ in a nonlinear fashion, while the channel path gains $\boldsymbol{\alpha}$ appear as linear parameters. As shown in Fig. 1, the in-phase (I) and quadrature $(\mathrm{Q})$ components of the received signal can be collected in a vector as:

$$
\overline{\mathbf{y}}=\left[\begin{array}{c}
\mathbf{y}_{R}  \tag{6}\\
\mathbf{y}_{I}
\end{array}\right]=\overline{\boldsymbol{\Gamma}}(\boldsymbol{\theta}, \boldsymbol{\varphi}) \overline{\boldsymbol{\alpha}}+\overline{\mathbf{v}},
$$

where $\overline{\boldsymbol{\alpha}}=\left[\boldsymbol{\alpha}_{R}^{T}, \boldsymbol{\alpha}_{I}^{T}\right]^{T} \in \mathbb{R}^{2 N_{s} \times 1}, \overline{\mathbf{v}}=\left[\mathbf{v}_{R}^{T}, \mathbf{v}_{I}^{T}\right]^{T} \in$ $\mathbb{R}^{2 K N_{r} \times 1}$ and

$$
\overline{\boldsymbol{\Gamma}}(\boldsymbol{\theta}, \boldsymbol{\varphi})=\left[\begin{array}{cc}
\boldsymbol{\Gamma}_{R} & -\boldsymbol{\Gamma}_{I} \\
\boldsymbol{\Gamma}_{I} & \boldsymbol{\Gamma}_{R}
\end{array}\right] \in \mathbb{R}^{2 K N_{r} \times 2 N_{s}}
$$

with $\mathbf{X}_{R}=\Re\{\mathbf{X}\}$ and $\mathbf{X}_{I}=\Im\{\mathbf{X}\}$. Note that the dependence of $\boldsymbol{\Gamma}$ on $\boldsymbol{\theta}$ and $\boldsymbol{\varphi}$ may be neglected for notational brevity.


Fig. 2. The diagram for one-bit sampling.

## B. One-Bit Quantization

In one-bit massive MIMO systems, two one-bit ADCs are used at the output of each receive antenna to quantize both I and Q components of the received signal. As shown in Fig. 2, the one-bit quantized data $\mathbf{z}_{R / I}$ (i.e., $\pm 1$ ) is obtained by comparing the unquantized analog signal $\mathbf{y}_{R / I}$ to the thresholds $\boldsymbol{\eta}_{R / I}$ :

$$
\begin{equation*}
\mathbf{z}_{R}=\operatorname{sign}\left(\mathbf{y}_{R}-\boldsymbol{\eta}_{R}\right) \tag{7a}
\end{equation*}
$$

$$
\begin{equation*}
\mathbf{z}_{I}=\operatorname{sign}\left(\mathbf{y}_{I}-\boldsymbol{\eta}_{I}\right) \tag{7b}
\end{equation*}
$$

where

$$
\begin{align*}
\mathbf{y}_{R} & =\boldsymbol{\Gamma}_{R} \boldsymbol{\alpha}_{R}-\boldsymbol{\Gamma}_{I} \boldsymbol{\alpha}_{I}+\mathbf{v}_{R}  \tag{8a}\\
\mathbf{y}_{I} & =\boldsymbol{\Gamma}_{I} \boldsymbol{\alpha}_{R}+\boldsymbol{\Gamma}_{R} \boldsymbol{\alpha}_{I}+\mathbf{v}_{I} \tag{8b}
\end{align*}
$$

and $\boldsymbol{\eta}_{R} \in \mathbb{R}^{K N_{r} \times 1}$ and $\boldsymbol{\eta}_{I} \in \mathbb{R}^{K N_{r} \times 1}$ are the given threshold vector used at the $N_{r}$ pairs of the I and Q channels over $K$ pilots, respectively. $\operatorname{sign}(x)$ is the element-wise one-bit quantization function, which returns -1 if $x \leq 0$ and 1 otherwise.

All real-valued unknown parameters can be grouped as $\boldsymbol{\chi}=\left[\boldsymbol{\theta}^{T}, \boldsymbol{\varphi}^{T}, \boldsymbol{\alpha}_{R}^{T}, \boldsymbol{\alpha}_{I}^{T}\right]^{T} \in \mathbb{R}^{4 N_{s} \times 1}$ when the noise variance $\sigma_{v}^{2}$ is known. When the noise variance is unknown, the unknown parameter vector can be expanded as $\psi=\left[\chi^{T}, \sigma_{v}\right]^{T} \in$ $\mathbb{R}^{\left(4 N_{s}+1\right) \times 1}$. The problem of interest herein is to estimate $\boldsymbol{\chi}$ with the quantized output $\overline{\mathbf{z}}=\left[\mathbf{z}_{R}^{T}, \mathbf{z}_{I}^{T}\right]^{T}$ and a given threshold vector $\overline{\boldsymbol{\eta}}=\left[\boldsymbol{\eta}_{R}^{T}, \boldsymbol{\eta}_{I}^{T}\right]^{T}$.

## III. DETERMINISTIC CRB

## A. Log-Likelihood Function

Note that $\mathbf{v}_{R} \sim \mathcal{N}\left(0, \sigma_{v}^{2} / 2\right)$ and $\mathbf{v}_{I} \sim \mathcal{N}\left(0, \sigma_{v}^{2} / 2\right)$. By invoking the independence of the signed measurements $\overline{\mathbf{z}}$ over $K$ pilots, $N_{r}$ receive antennas and between the I and Q channels, the log-likelihood function of $\overline{\mathbf{z}}$ is given by:

$$
\begin{equation*}
\ln p(\overline{\mathbf{z}} \mid \boldsymbol{\chi})=\sum_{m=1}^{K N_{r}}\left[\ln \Phi\left(z_{R, m} \zeta_{R, m}\right)+\ln \Phi\left(z_{I, m} \zeta_{I, m}\right)\right] \tag{9}
\end{equation*}
$$

where

$$
\begin{align*}
\zeta_{R, m} & =\frac{\kappa_{R, m}-\eta_{R, m}}{\sigma_{v} / \sqrt{2}}  \tag{10a}\\
\zeta_{I, m} & =\frac{\kappa_{I, m}-\eta_{I, m}}{\sigma_{v} / \sqrt{2}} \tag{10b}
\end{align*}
$$

with

$$
\begin{align*}
& \kappa_{R, m} \triangleq \boldsymbol{\Gamma}_{R}^{T}(m) \boldsymbol{\alpha}_{R}-\boldsymbol{\Gamma}_{I}^{T}(m) \boldsymbol{\alpha}_{I}  \tag{11a}\\
& \kappa_{I, m} \triangleq \boldsymbol{\Gamma}_{I}^{T}(m) \boldsymbol{\alpha}_{R}+\boldsymbol{\Gamma}_{R}^{T}(m) \boldsymbol{\alpha}_{I} \tag{11b}
\end{align*}
$$

denoting the real and imaginary parts of the noise-free receive signal, respectively. In addition, $\Phi(x)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{x} e^{-t^{2} / 2} d t$ is the standard normal cumulative distribution function (cdf) and $\boldsymbol{\Gamma}_{R / I}^{T}(m)$ is the $m^{\text {th }}$ row of $\boldsymbol{\Gamma}_{R / I}$.

## B. Fisher Information Matrix

1) Known Noise Variance: The $(p, q)^{\text {th }}$ element of the Fisher information matrix (FIM) can be calculated as:

$$
\begin{equation*}
\left[\mathbf{J}_{F}(\boldsymbol{\chi})\right]_{p, q}=\mathrm{E}_{\overline{\mathbf{z}}}\left[-\frac{\partial^{2} \ln p(\overline{\mathbf{z}} \mid \boldsymbol{\chi})}{\partial \chi_{p} \partial \chi_{q}}\right] \tag{12}
\end{equation*}
$$

where $\frac{\partial}{\partial \chi_{p}}$ represents the partial derivative w.r.t. the $p^{\text {th }}$ element of $\chi$. Given the grouped channel parameters, the FIM has the following block structure:

$$
\mathbf{J}_{F}(\boldsymbol{\chi})=\left[\begin{array}{cccc}
\mathbf{F}_{\boldsymbol{\theta}, \boldsymbol{\theta}} & \mathbf{F}_{\boldsymbol{\theta}, \boldsymbol{\varphi}} & \mathbf{F}_{\boldsymbol{\theta}, \boldsymbol{\alpha}_{R}} & \mathbf{F}_{\boldsymbol{\theta}, \boldsymbol{\alpha}_{I}}  \tag{13}\\
\mathbf{F}_{\boldsymbol{\theta}}^{T} & \mathbf{F}_{\boldsymbol{\varphi}, \boldsymbol{\varphi}} & \mathbf{F}_{\boldsymbol{\varphi}, \boldsymbol{\alpha}_{R}} & \mathbf{F}_{\boldsymbol{\varphi}, \boldsymbol{\alpha}_{I}} \\
\mathbf{F}_{\boldsymbol{\theta}, \boldsymbol{\alpha}_{R}}^{T} & \mathbf{F}_{\boldsymbol{\varphi}, \boldsymbol{\boldsymbol { \alpha } _ { R }}}^{T} & \mathbf{F}_{\boldsymbol{\alpha}_{R}, \boldsymbol{\alpha}_{R}} & \mathbf{F}_{\boldsymbol{\alpha}_{R}, \boldsymbol{\alpha}_{I}} \\
\mathbf{F}_{\boldsymbol{\theta}, \boldsymbol{\alpha}_{I}}^{T} & \mathbf{F}_{\boldsymbol{\varphi}, \boldsymbol{\alpha}_{I}}^{T} & \mathbf{F}_{\boldsymbol{\alpha}_{R}, \alpha_{I}}^{T} & \mathbf{F}_{\boldsymbol{\alpha}_{I}, \boldsymbol{\alpha}_{I}}
\end{array}\right] \in \mathbb{R}^{4 N_{s} \times 4 N_{s}} .
$$

The CRB matrix is given by the inverse of the FIM:

$$
\begin{equation*}
\mathbf{C R B}(\boldsymbol{\chi})=\left[\mathbf{J}_{F}(\boldsymbol{\chi})\right]^{-1} \tag{14}
\end{equation*}
$$

The $(p, p)^{\text {th }}$ element of the CRB matrix establishes the best performance bound of an unbiased estimator.

To derive the FIM, we note that

$$
\begin{align*}
& \mathrm{E}_{\overline{\mathbf{z}}}\left\{\frac{1}{\Phi^{2}\left(z_{R, m} \zeta_{R, m}\right)}\right\}=\frac{1}{\Phi\left(\zeta_{R, m}\right)}+\frac{1}{\Phi\left(-\zeta_{R, m}\right)}  \tag{15a}\\
& \mathrm{E}_{\overline{\mathbf{z}}}\left\{\frac{1}{\Phi^{2}\left(z_{I, m} \zeta_{I, m}\right)}\right\}=\frac{1}{\Phi\left(\zeta_{I, m}\right)}+\frac{1}{\Phi\left(-\zeta_{I, m}\right)} \tag{15b}
\end{align*}
$$

where we have used the fact that the quantized outputs $z_{R, m}$ $\left(z_{I, m}\right)$ are binary $( \pm 1)$ random variables with probability $\Phi\left( \pm \zeta_{R, m}\right)\left(\Phi\left( \pm \zeta_{I, m}\right)\right)$, respectively.

Combining (9), (12) and (15), we have the exact expression of the FIM ${ }^{2}$ :

$$
\begin{align*}
{\left[\mathbf{J}_{F}(\chi)\right]_{p, q} } & =\frac{1}{\pi \sigma_{v}^{2}} \sum_{m=1}^{K N_{r}}\left[f\left(\zeta_{R, m}\right) \frac{\partial \kappa_{R, m}}{\partial \chi_{p}} \frac{\partial \kappa_{R, m}}{\partial \chi_{q}}\right.  \tag{16}\\
& \left.+f\left(\zeta_{I, m}\right) \frac{\partial \kappa_{I, m}}{\partial \chi_{p}} \frac{\partial \kappa_{I, m}}{\partial \chi_{q}}\right], \quad 1 \leq p, q \leq 4 N_{s}
\end{align*}
$$

where

$$
\begin{equation*}
f\left(\zeta_{R / I, m}\right) \triangleq\left(\frac{1}{\Phi\left(\zeta_{R / I, m}\right)}+\frac{1}{\Phi\left(-\zeta_{R / I, m}\right)}\right) e^{-\zeta_{R / I, m}^{2}} \tag{17}
\end{equation*}
$$

and the detailed expressions of the partial derivatives are given in Appendix A.
2) Unknown Noise Variance: When $\sigma_{v}^{2}$ is unknown, the FIM for estimating $\psi$ is:

$$
\mathbf{J}_{F}(\boldsymbol{\psi})=\left[\begin{array}{ll}
\mathbf{J}_{F}(\boldsymbol{\chi}) & \mathbf{F}_{\boldsymbol{\chi}, \sigma_{v}}  \tag{18}\\
\mathbf{F}_{\boldsymbol{\chi}, \sigma_{v}}^{T} & F_{\sigma_{v}, \sigma_{v}}
\end{array}\right] \in \mathbb{R}^{\left(4 N_{s}+1\right) \times\left(4 N_{s}+1\right)}
$$

where $\mathbf{J}_{F}(\boldsymbol{\chi})$ is given by (13), the $p^{\text {th }}$ element of the $4 N_{s} \times 1$ vector $\mathbf{F}_{\boldsymbol{\chi}, \sigma_{v}}$ is calculated as:

$$
\begin{align*}
{\left[\mathbf{F}_{\boldsymbol{\chi}, \sigma_{v}}\right]_{p} } & =\mathrm{E}_{\overline{\mathbf{z}}}\left[-\frac{\partial^{2} \ln p(\overline{\mathbf{z}} \mid \boldsymbol{\chi})}{\partial \chi_{p} \partial \sigma_{v}}\right] \\
& =\frac{-1}{\pi \sigma_{v}^{2}} \sum_{m=1}^{K N_{r}}\left[f\left(\zeta_{R, m}\right) \frac{\partial \kappa_{R, m}}{\partial \chi_{p}} \frac{\kappa_{R, m}-\eta_{R, m}}{\sigma_{v}}\right.  \tag{19}\\
& \left.+f\left(\zeta_{I, m}\right) \frac{\partial \kappa_{I, m}}{\partial \chi_{p}} \frac{\kappa_{I, m}-\eta_{I, m}}{\sigma_{v}}\right], \quad 1 \leq p \leq 4 N_{s}
\end{align*}
$$

and the scalar $F_{\sigma_{v}, \sigma_{v}}$ is calculated as:

$$
\begin{align*}
F_{\sigma_{v}, \sigma_{v}} & =\mathrm{E}_{\overline{\mathbf{z}}}\left[-\frac{\partial^{2} \ln p(\overline{\mathbf{z}} \mid \boldsymbol{\chi})}{\partial \sigma_{v} \partial \sigma_{v}}\right] \\
& =\frac{1}{\pi \sigma_{v}^{2}} \sum_{m=1}^{K N_{r}}\left[f\left(\zeta_{R, m}\right)\left(\frac{\kappa_{R, m}-\eta_{R, m}}{\sigma_{v}}\right)^{2}\right.  \tag{20}\\
& \left.+f\left(\zeta_{I, m}\right)\left(\frac{\kappa_{I, m}-\eta_{I, m}}{\sigma_{v}}\right)^{2}\right]
\end{align*}
$$

Then, the CRB matrix for estimating the angular-domain channel parameter vector $\chi$ is given by:

$$
\begin{equation*}
\boldsymbol{C R B}(\boldsymbol{\chi})=\left[\mathbf{J}_{F}(\boldsymbol{\chi})-\mathbf{F}_{\boldsymbol{\chi}, \sigma_{v}} F_{\sigma_{v}, \sigma_{v}}^{-1} \mathbf{F}_{\boldsymbol{\chi}, \sigma_{v}}^{T}\right]^{-1} \tag{21}
\end{equation*}
$$

[^3]
## C. Remarks

1) Singularity of the FIM: When the noise variance is unknown, the FIM $\mathbf{J}_{F}(\boldsymbol{\psi})$ is singular when zero or optimal thresholds [20] are used, which means that there does not exist unbiased estimates with finite variances [27]. For the optimal thresholds, i.e., $\overline{\boldsymbol{\eta}}=\overline{\boldsymbol{\Gamma}} \overline{\boldsymbol{\alpha}}$, the singularity comes from the fact that $\mathbf{F}_{\boldsymbol{\chi}, \sigma_{v}}$ and $F_{\sigma_{v}, \sigma_{v}}$ in the FIM $\mathbf{J}_{F}(\boldsymbol{\psi})$ are zero vector and scalar, respectively, according to (19) and (20). When zero-thresholds are used, the FIM is singular due to the ambiguity between the path gains and noise variance. That is, according to (9), the parameter vector $\left[s \boldsymbol{\alpha}, s \sigma_{v}\right], s \neq 0$, yields the same log-likelihood function as $\left[\boldsymbol{\alpha}, \sigma_{v}\right]$ for given one-bit measurements $\overline{\mathbf{z}}$. This ambiguity can be removed when known non-zero thresholds are used.
2) Conversion to CRB for Channel Matrix: The channel matrix $\mathbf{H}$ can be recovered using the estimated angulardomain parameters $\boldsymbol{\chi}$. The channel matrix model in (3) can be vectorized as

$$
\begin{align*}
\operatorname{vec}(\mathbf{H}) & =\sum_{l=1}^{N_{s}}\left[\boldsymbol{a}_{\mathrm{MS}}^{*}\left(\varphi_{l}\right) \otimes \boldsymbol{a}_{\mathrm{BS}}\left(\theta_{l}\right)\right] \alpha_{l} \\
& =\left[\mathbf{A}_{\mathrm{MS}}^{*}(\boldsymbol{\varphi}) \odot \mathbf{A}_{\mathrm{BS}}(\boldsymbol{\theta})\right] \boldsymbol{\alpha}  \tag{22}\\
& \triangleq \mathbf{h}(\boldsymbol{\chi})
\end{align*}
$$

Let

$$
\overline{\mathbf{h}}(\boldsymbol{\chi}) \triangleq\left[\begin{array}{l}
\mathbf{h}_{R}(\boldsymbol{\chi})  \tag{23}\\
\mathbf{h}_{I}(\boldsymbol{\chi})
\end{array}\right] \in \mathbb{R}^{2 N_{r} N_{t} \times 1}
$$

We have [28]:

$$
\begin{equation*}
\mathbf{C R B}(\overline{\mathbf{h}})=\frac{\partial \overline{\mathbf{h}}(\boldsymbol{\chi})}{\partial \boldsymbol{\chi}^{T}} \mathbf{C R B}(\boldsymbol{\chi}) \frac{\partial \overline{\mathbf{h}}(\boldsymbol{\chi})}{\partial \boldsymbol{\chi}} \tag{24}
\end{equation*}
$$

where $\operatorname{CRB}(\chi)$ is given in (14) for the known $\sigma_{v}^{2}$ case and in (21) for the unknown $\sigma_{v}^{2}$ case. The partial derivatives $\frac{\partial \mathbf{h}(\boldsymbol{\chi})}{\partial \chi}$ can be calculated similarly as those in Appendix A. The $\stackrel{\stackrel{\partial}{\mathrm{CR}} \mathrm{X}}{\mathrm{C}}$ for the channel matrix is trace $[\mathbf{C R B}(\overline{\mathbf{h}})]$.

## IV. Hybrid and Bayesian CRBs

## A. Hybrid CRB with Prior Knowledge on Channel Path Gains

We then consider the case where the path gains have known prior pdfs while the angles are treated as deterministic unknowns. Specifically, we use a channel model for the $28-\mathrm{GHz}$ outdoor mmWave channel [21], where the path gains have i.i.d. Gaussian distributions with known means and variances. The prior knowledge of channel path gains can be obtained from previous channel measurements for stationary channels.

The hybrid CRBs (HCRBs) establish the best performance bounds for both the deterministic and random parameters. When $\sigma_{v}^{2}$ is known, we rewrite the parameter vector as $\chi=$ $\left[\boldsymbol{\chi}_{d}, \boldsymbol{\chi}_{r}\right]^{T}$ with $\boldsymbol{\chi}_{d}=\left[\boldsymbol{\theta}^{T}, \boldsymbol{\varphi}^{T}\right]^{T}$ denoting the deterministic angle vector and $\chi_{r}=\left[\boldsymbol{\alpha}_{R}^{T}, \boldsymbol{\alpha}_{I}^{T}\right]^{T}$ grouping the real and imaginary parts of the random path gains. Then we assume:

$$
\begin{equation*}
\boldsymbol{\chi}_{r} \sim \mathcal{N}\left(\mathbf{m}_{\alpha}, \mathbf{C}_{\alpha}\right) \tag{25}
\end{equation*}
$$

where $\mathbf{m}_{\alpha}=\left[m_{R, 1}, \cdots, m_{R, N_{s}}, m_{I, 1}, \cdots, m_{I, N_{s}}\right]^{T} \in$ $\mathbb{R}^{2 N_{s} \times 1}$ and $\mathbf{C}_{\alpha}=\operatorname{diag}\left\{\sigma_{R, 1}^{2}, \cdots, \sigma_{R, N_{s}}^{2}, \sigma_{I, 1}^{2}, \cdots, \sigma_{I, N_{s}}^{2}\right\} \in$ $\mathbb{R}^{2 N_{s} \times 2 N_{s}}$ with $m_{R / I, l}$ and $\sigma_{R / I, l}^{2}$ denoting the known mean and variance of $\alpha_{R / I, l}$, respectively. Therefore, the $(p, q)^{\text {th }}$
element of the hybrid information matrix (HIM) $\mathbf{J}_{H}(\boldsymbol{\chi})$ is given by:

$$
\begin{align*}
{\left[\mathbf{J}_{H}(\boldsymbol{\chi})\right]_{p, q}=} & \mathrm{E}_{\overline{\mathbf{z}}, \boldsymbol{\chi}_{r} \mid \boldsymbol{\chi}_{d}}\left[-\frac{\partial^{2} \ln p\left(\overline{\mathbf{z}}, \boldsymbol{\chi}_{r} \mid \boldsymbol{\chi}_{d}\right)}{\partial \chi_{p} \partial \chi_{q}}\right] \\
= & \mathrm{E}_{\overline{\mathbf{z}}, \boldsymbol{\chi}_{r} \mid \boldsymbol{\chi}_{d}}\left[-\frac{\partial^{2} \ln p\left(\overline{\mathbf{z}} \mid \boldsymbol{\chi}_{r}, \boldsymbol{\chi}_{d}\right)}{\partial \chi_{p} \partial \chi_{q}}\right]  \tag{26}\\
& +\mathrm{E}_{\boldsymbol{\chi}_{r} \mid \boldsymbol{\chi}_{d}}\left[-\frac{\partial^{2} \ln p\left(\boldsymbol{\chi}_{r} \mid \boldsymbol{\chi}_{d}\right)}{\partial \chi_{p} \partial \chi_{q}}\right] \\
= & {\left[\mathbf{J}_{D}(\boldsymbol{\chi})\right]_{p, q}+\left[\mathbf{J}_{P}(\boldsymbol{\chi})\right]_{p, q}, }
\end{align*}
$$

where $\mathrm{E}_{\overline{\mathbf{z}}, \boldsymbol{\chi}_{r} \mid \boldsymbol{\chi}_{d}}[\cdot]$ denotes the conditional expectation operator w.r.t. both $\overline{\mathbf{z}}$ and $\chi_{r}$ for given $\chi_{d}, p\left(\boldsymbol{\chi}_{r} \mid \boldsymbol{\chi}_{d}\right)$ is the known prior pdf of $\chi_{r}$ for given $\chi_{d}$ and $\ln p\left(\overline{\mathbf{z}} \mid \chi_{r}, \chi_{d}\right)$ is given in (9). Recall from the FIM expression of (12), we have:

$$
\begin{equation*}
\mathbf{J}_{D}(\boldsymbol{\chi})=\mathrm{E}_{\boldsymbol{\chi}_{r} \mid \boldsymbol{\chi}_{d}}\left[\mathbf{J}_{F}(\boldsymbol{\chi})\right]=\int \mathbf{J}_{F}(\boldsymbol{\chi}) \cdot p\left(\boldsymbol{\chi}_{r} \mid \boldsymbol{\chi}_{d}\right) d \boldsymbol{\chi}_{r} \tag{27}
\end{equation*}
$$

and
$\mathbf{J}_{P}(\boldsymbol{\chi})=\left[\begin{array}{ll}\mathrm{E}_{\boldsymbol{\chi}_{r} \mid \boldsymbol{\chi}_{d}}\left[-\frac{\partial^{2} \ln p\left(\boldsymbol{\chi}_{r} \mid \boldsymbol{\chi}_{d}\right)}{\partial \boldsymbol{\chi}_{d} \partial \boldsymbol{\chi}_{d}^{T}}\right] & \mathrm{E}_{\boldsymbol{\chi}_{r} \mid \boldsymbol{\chi}_{d}}\left[-\frac{\partial^{2} \ln p\left(\boldsymbol{\chi}_{r} \mid \boldsymbol{\chi}_{d}\right)}{\partial \boldsymbol{\chi}_{r} \boldsymbol{\chi}_{d}^{T}}\right] \\ \mathrm{E}_{\boldsymbol{\chi}_{r} \mid \boldsymbol{\chi}_{d}}\left[-\frac{\partial^{2} \ln p\left(\boldsymbol{\chi}_{r} \mid \boldsymbol{\chi}_{d}\right)}{\partial \boldsymbol{\chi}_{d} \partial \boldsymbol{\chi}_{r}^{T}}\right] & \mathrm{E}_{\boldsymbol{\chi}_{r} \mid \boldsymbol{\chi}_{d}}\left[-\frac{\partial^{2} \ln p\left(\boldsymbol{\chi}_{\mid} \mid \boldsymbol{\chi}_{d}\right)}{\partial \boldsymbol{\chi}_{r} \partial \boldsymbol{\chi}_{r}^{T}}\right]\end{array}\right]$.
When the random vector $\chi_{r}$ does not depend on the deterministic unknown vector $\chi_{d}, \mathbf{J}_{P}(\boldsymbol{\chi})$ reduces to:

$$
\mathbf{J}_{P}(\boldsymbol{\chi})=\left[\begin{array}{cc}
\mathbf{0} & \mathbf{0}  \tag{29}\\
\mathbf{0} & \mathbf{C}_{\alpha}^{-1}
\end{array}\right] \in \mathbb{R}^{4 N_{s} \times 4 N_{s}} .
$$

Note that in (26), $\mathbf{J}_{D}(\boldsymbol{\chi})$ and $\mathbf{J}_{P}(\boldsymbol{\chi})$ represent the information from the data and the prior distribution, respectively. Then, the HCRB matrix is given by:

$$
\begin{equation*}
\boldsymbol{\operatorname { H C R B }}(\boldsymbol{\chi})=\left[\mathbf{J}_{H}(\boldsymbol{\chi})\right]^{-1} . \tag{30}
\end{equation*}
$$

Unfortunately, there is no analytical expression for $\mathbf{J}_{D}(\chi)$ due to the nonlinear function $f\left(\zeta_{R / I, m}\right)$ of (17) involved in $\mathbf{J}_{F}(\boldsymbol{\chi})$ of (16). In the following, approximate expressions of $\mathbf{J}_{D}(\boldsymbol{\chi})$ are derived to avoid numerical integrations.


Fig. 3. $f(x)$ of (17) compared with $g(x)=4 e^{-\left(1-\frac{2}{\pi}\right) x^{2}}$.

1) A Loose Lower Bound with Low SNR Approximations: For low SNR (i.e., $\left.\zeta_{R / I, m} \rightarrow 0\right), f\left(\zeta_{R / I, m}\right)$ in $\left[\mathbf{J}_{F}(\boldsymbol{\chi})\right]_{p, q}$ is close to 4 (see Fig. 3), and we can obtain an approximate
$\left[\mathbf{J}_{F}(\boldsymbol{\chi})\right]_{p, q}$ by simply replacing $f\left(\zeta_{R / I, m}\right)$ with 4:

$$
\begin{align*}
{\left[\hat{\mathbf{J}}_{F}(\boldsymbol{\chi})\right]_{p, q} } & =\frac{4}{\pi \sigma_{v}^{2}} \sum_{m=1}^{K N_{r}} \frac{\partial \kappa_{R, m}}{\partial \chi_{p}} \frac{\partial \kappa_{R, m}}{\partial \chi_{q}}+\frac{4}{\pi \sigma_{v}^{2}} \sum_{m=1}^{K N_{r}} \frac{\partial \kappa_{I, m}}{\partial \chi_{p}} \frac{\partial \kappa_{I, m}}{\partial \chi_{q}} \\
& \triangleq\left[\hat{\mathbf{J}}_{F, R}(\boldsymbol{\chi})\right]_{p, q}+\left[\hat{\mathbf{J}}_{F, I}(\boldsymbol{\chi})\right]_{p, q} \tag{3}
\end{align*}
$$

and hence, an approximate expression of $\left[\mathbf{J}_{D}(\boldsymbol{\chi})\right]_{p, q}$ of (27) can be obtained accordingly:

$$
\begin{equation*}
\left[\hat{\mathbf{J}}_{D}(\boldsymbol{\chi})\right]_{p, q}=\left[\hat{\mathbf{J}}_{D, R}(\boldsymbol{\chi})\right]_{p, q}+\left[\hat{\mathbf{J}}_{D, I}(\boldsymbol{\chi})\right]_{p, q} \tag{32}
\end{equation*}
$$

where

$$
\begin{equation*}
\left[\hat{\mathbf{J}}_{D, R}(\boldsymbol{\chi})\right]_{p, q}=\frac{4}{\pi \sigma_{v}^{2}} \sum_{m=1}^{K N_{r}} \int \frac{\partial \kappa_{R, m}}{\partial \chi_{p}} \frac{\partial \kappa_{R, m}}{\partial \chi_{q}} p\left(\boldsymbol{\chi}_{r}\right) d \boldsymbol{\chi}_{r} \tag{33}
\end{equation*}
$$

and $\left[\hat{\mathbf{J}}_{D, I}(\boldsymbol{\chi})\right]_{p, q}$ can be obtained similarly. According to (64) in Appendix A, the partial derivatives $\frac{\partial \kappa_{R, m}}{\partial \chi_{p}}$ are linear functions of the path gain vector $\chi_{r}$. Also, since $p\left(\chi_{r}\right)$ is the Gaussian pdf of the random path gain vector, the analytical expressions of the integral in (33) can be obtained easily by plugging (64) into (33) (omitted here).

Note that in the unquantized case, $\mathbf{J}_{P}(\boldsymbol{\chi})$ remains unchanged and $\mathbf{J}_{D}(\boldsymbol{\chi})$ is calculated using the FIM for unquatized systems ${ }^{3}$, where $f\left(\zeta_{R / I, m}\right)$ is replaced by a constant of $2 \pi$. Hence, an exact analytical expression of $\mathbf{J}_{H}(\chi)$ can be obtained for the said case using the aforementioned derivations.
2) Tighter Lower Bounds: In [29], $g(x)=4 e^{-\left(1-\frac{2}{\pi}\right) x^{2}}$ is proved to be an upper and close bound of $f(x)$ (see Fig. 3). Then, with $f\left(\zeta_{R / I, m}\right)$ in (16) replaced by $g\left(\zeta_{R / I, m}\right)$, we can obtain a much closer approximation of $\left[\mathbf{J}_{D, R}(\boldsymbol{\chi})\right]_{p, q}$ :

$$
\begin{equation*}
\left[\hat{\mathbf{J}}_{D, R}(\boldsymbol{\chi})\right]_{p, q}=\frac{1}{\pi \sigma_{v}^{2}} \sum_{m=1}^{K N_{r}} \int \frac{\partial \kappa_{R, m}}{\partial \chi_{p}} \frac{\partial \kappa_{R, m}}{\partial \chi_{q}} g\left(\zeta_{R, m}\right) p\left(\boldsymbol{\chi}_{r}\right) d \boldsymbol{\chi}_{r} . \tag{34}
\end{equation*}
$$

Fortunately, it turns out that $g\left(\zeta_{R, m}\right) p\left(\chi_{\alpha}\right)$ can be reformulated into the Gaussian pdf of the random path gain vector $\chi_{r}$ but with a different mean vector and covariance matrix, dependent on $m$ (see Appendix B). Hence, a tighter approximate expression of $\mathbf{J}_{D}(\boldsymbol{\chi})$ in (32) can be derived similarly, and the resulting HCRB provides a lower bound to the true HCRB of (30).
3) Unknown Noise Variance: Note that when $\sigma_{v}^{2}$ is deterministic unknown, we can rewrite the expanded hybrid parameter vector $\boldsymbol{\psi}$ as: $\boldsymbol{\psi}=\left[\boldsymbol{\psi}_{r}, \boldsymbol{\psi}_{d}\right]^{T}$ with $\boldsymbol{\psi}_{r}=\boldsymbol{\chi}_{r}$ and $\boldsymbol{\psi}_{d}=\left[\boldsymbol{\chi}_{d}^{T}, \sigma_{v}\right]^{T}$. In this case, the HIM component $\mathbf{J}_{P}(\boldsymbol{\chi})$ in (28) is expanded to $\mathbf{J}_{P}(\boldsymbol{\psi})$ as:

$$
\mathbf{J}_{P}(\boldsymbol{\psi})=\left[\begin{array}{cc}
\mathbf{J}_{P}(\boldsymbol{\chi}) & \mathbf{0}  \tag{35}\\
\mathbf{0} & 0
\end{array}\right] \in \mathbb{R}^{\left(4 N_{s}+1\right) \times\left(4 N_{s}+1\right)} .
$$

And $\mathbf{J}_{D}(\boldsymbol{\psi}), \mathbf{J}_{H}(\psi)$ can be obtained straightforwardly and $\operatorname{HCRB}(\chi)$ can be calculated similarly to (21). The approximate HCRBs for the unknown $\sigma_{v}^{2}$ case can be derived similarly to its counterpart of known $\sigma_{v}^{2}$.

[^4]
## B. Hybrid CRB with Prior Knowledge on Angular Parameters

It is shown in [30] that the out-of-band information (mainly the angular information) extracted by the sub $6-\mathrm{GHz}$ communication systems can provide useful channel characteristics for mmWave band channels. Here we study the case where the path gains are deterministic unknowns and the angles form a Gaussian random vector with known mean vector $\mathbf{m}_{\phi}$ and covariance matrix $\mathbf{C}_{\phi}$. When $\sigma_{v}^{2}$ is known, the angular-domain channel parameter vector can be rearranged as $\boldsymbol{\chi}=\left[\chi_{r}, \boldsymbol{\chi}_{d}\right]^{T}$ with $\boldsymbol{\chi}_{r}=\left[\boldsymbol{\theta}^{T}, \boldsymbol{\varphi}^{T}\right]^{T}$ denoting the random angle vector and $\boldsymbol{\chi}_{d}=\left[\boldsymbol{\alpha}_{R}^{T}, \boldsymbol{\alpha}_{I}^{T}\right]^{T}$. Then, we assume:

$$
\begin{equation*}
\boldsymbol{\chi}_{r} \sim \mathcal{N}\left(\mathbf{m}_{\phi}, \mathbf{C}_{\phi}\right) . \tag{36}
\end{equation*}
$$

The corresponding HIM can be calculated similarly with (26), where

$$
\mathbf{J}_{P}(\boldsymbol{\chi})=\left[\begin{array}{cc}
\mathrm{E}_{\boldsymbol{\chi}_{r}}\left[-\frac{\partial^{2} \ln p\left(\boldsymbol{\chi}_{r}\right)}{\partial \boldsymbol{\chi}_{r} \partial \boldsymbol{\chi}_{r}^{T}}\right] & \mathbf{0}  \tag{37}\\
\mathbf{0} & \mathbf{0}
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{C}_{\phi}^{-1} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right] .
$$

In this scenario, there are no analytical or approximate expressions for $\mathbf{J}_{D}(\boldsymbol{\chi})$, and we calculate $\mathbf{J}_{D}(\boldsymbol{\chi})$ using numerical integrations. When $\sigma_{v}^{2}$ is unknown, the HIM and HCRB can be similarly derived (omitted here).

## C. Bayesian CRB

1) Bayesian CRB for Channel Parameters: Here we assume that $\sigma_{v}^{2}$ is known, and the path gains as well as the angles are independent Gaussian random vectors with known mean vectors $\mathbf{m}_{\alpha}, \mathbf{m}_{\phi}$ and covariance matrices $\mathbf{C}_{\alpha}, \mathbf{C}_{\phi}$, respectively. Then the $(p, q)^{\text {th }}$ element of the Bayesian information matrix $(\mathrm{BIM}) \mathbf{J}_{B}(\boldsymbol{\chi})$ is given by [28]:

$$
\begin{equation*}
\left[\mathbf{J}_{B}(\chi)\right]_{p, q}=\mathrm{E}_{\overline{\mathbf{z}}, \chi}\left[-\frac{\partial^{2} \ln p(\overline{\mathbf{z}}, \boldsymbol{\chi})}{\partial \chi_{p} \partial \chi_{q}}\right] . \tag{38}
\end{equation*}
$$

Since $\ln p(\overline{\mathbf{z}}, \boldsymbol{\chi})=\ln p(\overline{\mathbf{z}} \mid \boldsymbol{\chi})+\ln p(\boldsymbol{\chi})$, where $p(\boldsymbol{\chi})$ is the known prior pdf of $\chi$, we have:

$$
\begin{equation*}
\mathbf{J}_{B}(\boldsymbol{\chi})=\mathbf{J}_{D}(\boldsymbol{\chi})+\mathbf{J}_{P}(\boldsymbol{\chi}) \tag{39}
\end{equation*}
$$

where $\mathbf{J}_{D}(\boldsymbol{\chi})=\mathrm{E}_{\boldsymbol{\chi}}\left[\mathbf{J}_{F}(\boldsymbol{\chi})\right]$ and

$$
\mathbf{J}_{P}(\boldsymbol{\chi})=\mathrm{E}_{\boldsymbol{\chi}}\left[\frac{\partial^{2} \ln p(\boldsymbol{\chi})}{\partial \boldsymbol{\chi} \partial \boldsymbol{\chi}^{T}}\right]=\left[\begin{array}{cc}
\mathbf{C}_{\phi}^{-1} & \mathbf{0}  \tag{40}\\
\mathbf{0} & \mathbf{C}_{\alpha}^{-1}
\end{array}\right] \in \mathbb{R}^{4 N_{s} \times 4 N_{s}} .
$$

$\mathbf{J}_{D}(\boldsymbol{\chi})$ is obtained by numerical integrations (note that the invloved numerical integrations w.r.t. the random path gains can be avoided using the approximations in Section IV-A). The Bayesian CRB (BCRB) matrix is computed as:

$$
\begin{equation*}
\boldsymbol{B C R B}(\boldsymbol{\chi})=\left[\mathbf{J}_{B}(\boldsymbol{\chi})\right]^{-1} . \tag{41}
\end{equation*}
$$

For unknown $\sigma_{v}^{2}$, the BCRB reduces to the HCRB with the only deterministic unknown given by $\sigma_{v}$. The derivation of this HCRB is similar to that in Section IV-A3.
2) Conversion to Bayesian CRB for Channel Matrix: Similar to Section III-C2, the BCRB for the channel matrix estimation is obtained as [28]:

$$
\begin{equation*}
\boldsymbol{B C R B}(\overline{\mathbf{h}})=\mathrm{E}_{\boldsymbol{\chi}}\left[\frac{\partial \overline{\mathbf{h}}(\boldsymbol{\chi})}{\partial \boldsymbol{\chi}^{T}}\right] \operatorname{BCRB}(\boldsymbol{\chi}) \mathrm{E}_{\boldsymbol{\chi}}\left[\frac{\partial \overline{\mathbf{h}}(\boldsymbol{\chi})}{\partial \boldsymbol{\chi}}\right] \tag{42}
\end{equation*}
$$

where $\overline{\mathbf{h}}$ is given in (23), and the expectations of the partial derivatives w.r.t. the random path gains have closed
form expressions while the expectations w.r.t. the random angles can only be obtained via numerical integrations. For any Bayesian estimate $\hat{\mathbf{H}}$, its performance lower bound is trace $[\operatorname{BCRB}(\overline{\mathrm{h}})]$.

## V. Angular-Domain Channel Estimation

## A. ML Estimator

For the case of known $\sigma_{v}^{2}$, the ML estimates are obtained by minimizing the negative log-likelihood function of (9):

$$
\begin{equation*}
\hat{\chi}_{\mathrm{ML}}=\arg \min _{\chi}-\sum_{m=1}^{K N_{r}}\left[\ln \Phi\left(z_{R, m} \zeta_{R, m}\right)+\ln \Phi\left(z_{I, m} \zeta_{I, m}\right)\right], \tag{43}
\end{equation*}
$$

where $\zeta_{R / I, m}$ of (10) are nonlinear w.r.t. the angles AoA and AoD and linear w.r.t. the real-valued path gains $\boldsymbol{\alpha}_{R}$ and $\boldsymbol{\alpha}_{I}$. Given $\boldsymbol{\theta}$ and $\boldsymbol{\varphi}, \boldsymbol{\alpha}_{R}$ and $\boldsymbol{\alpha}_{I}$ can be estimated by minimizing the cost function of (43) as an unconstrained convex optimization problem [31].

When $\sigma_{v}^{2}$ is unknown, we can reparameterize (43) by defining $\varepsilon=\frac{1}{\sigma_{v}}, \boldsymbol{\beta}_{R}=\frac{\boldsymbol{\alpha}_{R}}{\sigma_{v}}$, and $\boldsymbol{\beta}_{I}=\frac{\boldsymbol{\alpha}_{I}}{\sigma_{v}}$. With $\overline{\boldsymbol{\psi}}=$ $\left[\boldsymbol{\theta}^{T}, \boldsymbol{\varphi}^{T}, \boldsymbol{\beta}_{R}^{T}, \boldsymbol{\beta}_{I}^{T}, \varepsilon\right]^{T}$, the ML estimation problem can be cast as:

$$
\begin{equation*}
\hat{\bar{\psi}}_{\mathrm{ML}}=\arg \min _{\bar{\psi}}-\sum_{m=1}^{K N_{r}}\left[\ln \Phi\left(z_{R, m} \bar{\zeta}_{R, m}\right)+\ln \Phi\left(z_{I, m} \bar{\zeta}_{I, m}\right)\right], \tag{44}
\end{equation*}
$$

where

$$
\begin{align*}
\bar{\zeta}_{R, m} & =\sqrt{2}\left[\boldsymbol{\Gamma}_{R}^{T}(m) \boldsymbol{\beta}_{R}-\boldsymbol{\Gamma}_{I}^{T}(m) \boldsymbol{\beta}_{I}-\varepsilon \eta_{R, m}\right]  \tag{45a}\\
\bar{\zeta}_{I, m} & =\sqrt{2}\left[\boldsymbol{\Gamma}_{I}^{T}(m) \boldsymbol{\beta}_{R}+\boldsymbol{\Gamma}_{R}^{T}(m) \boldsymbol{\beta}_{I}-\varepsilon \eta_{I, m}\right] \tag{45b}
\end{align*}
$$

For given $\boldsymbol{\theta}$ and $\boldsymbol{\varphi}$, the cost function in (44) is, again, convex w.r.t. $\boldsymbol{\beta}_{R}, \boldsymbol{\beta}_{I}$ and $\varepsilon$. Note that when $\boldsymbol{\eta}_{R / I}=\mathbf{0}$, i.e., when the zero-thresholds are used, $\varepsilon$ in (45) vanishes and one can only estimate $\boldsymbol{\beta}_{R}$ and $\boldsymbol{\beta}_{I}$, i.e., the ratio between $\boldsymbol{\alpha}_{R / I}$ and $\sigma_{v}$.
For the case of unknown noise variance, we could discretize the AoA and AoD in the set of $(-\pi / 2, \pi / 2]$. Then, for a given pair of $(\boldsymbol{\theta}, \boldsymbol{\varphi})$, we can estimate the corresponding $\boldsymbol{\beta}_{R}, \boldsymbol{\beta}_{I}$, and $\varepsilon$ by solving (44) using the Newton's method. We can then repeat the previous step over all possible combinations of $\boldsymbol{\theta}$ and $\boldsymbol{\varphi}$, and then select the ML estimates giving the minimum cost in (44). The path gains and noise variance can be recovered as $\hat{\boldsymbol{\alpha}}_{R}=\frac{\hat{\boldsymbol{\beta}}_{R}}{\hat{\varepsilon}}, \hat{\boldsymbol{\alpha}}_{I}=\frac{\hat{\boldsymbol{\beta}}_{I}}{\hat{\varepsilon}}$ and $\hat{\sigma}_{v}^{2}=\frac{1}{\hat{\varepsilon}^{2}}$.

This direct ML approach, however, requires a $2 N_{s^{-}}$ dimensional coarse search over the angular parameter space. With $L_{\theta}$ discretized grid points for the AoA and $L_{\varphi}$ discretized grid points for the $A o D$, we need to solve the convex optimization problem $L_{\theta}^{N_{s}} L_{\varphi}^{N_{s}}$ times. As a result, the resulting ML estimator is computationally prohibitive even for small $N_{s}$.

## B. IbRELAX Algorithm for ML Estimation

We introduce below an extension of a computationally efficient relaxation based cyclic algorithm (RELAX), which was originally proposed for sinusoidal parameter estimation [32], to obtain the ML channel estimates. The extension is referred to as the 1bRELAX channel estimation algorithm.

The 1bRELAX algorithm breaks down the joint $2 N_{s^{-}}$ dimensional searches with iterative 2-dimensional searches.

Denote $\chi_{l}=\left[\theta_{l}, \varphi_{l}, \alpha_{R, l}, \alpha_{I, l}\right]^{T}$ as the angular-domain parameter vector corresponding to the $l^{\text {th }}$ path. 1bRELAX begins, in Step 1, by assuming there is only one dominating scattering path between the BS and MS and solving the following problem:
$\left[\hat{\chi}_{1}, \hat{\sigma}_{v}\right]=\arg \min _{\chi_{1}, \sigma_{v}}-\sum_{m=1}^{K N_{r}}\left[\ln \Phi\left(z_{R, m} \zeta_{R, m}^{1,1}\right)+\ln \Phi\left(z_{I, m} \zeta_{I, m}^{1,1}\right)\right]$,
where $\zeta_{R, m}^{p, q}$ and $\zeta_{I, m}^{p, q}$ are defined, respectively, as:

$$
\begin{equation*}
\zeta_{R, m}^{p, q}=\frac{\sum_{l=1, l \neq q}^{p} \hat{\kappa}_{R, m}^{l}+\kappa_{R, m}^{q}-\eta_{R, m}}{\sigma_{v} / \sqrt{2}} \tag{47a}
\end{equation*}
$$

and

$$
\begin{equation*}
\zeta_{I, m}^{p, q}=\frac{\sum_{l=1, l \neq q}^{p} \hat{\kappa}_{I, m}^{l}+\kappa_{I, m}^{q}-\eta_{I, m}}{\sigma_{v} / \sqrt{2}} \tag{47b}
\end{equation*}
$$

with

$$
\begin{equation*}
\kappa_{R, m}^{l}=\gamma_{R, m}^{l} \alpha_{R, l}-\gamma_{I, m}^{l} \alpha_{I, l} \tag{48a}
\end{equation*}
$$

and

$$
\begin{equation*}
\kappa_{I, m}^{l}=\gamma_{I, m}^{l} \alpha_{R, l}+\gamma_{R, m}^{l} \alpha_{I, l} \tag{48b}
\end{equation*}
$$

denoting the real and imaginary parts of the received signal from the $l^{\text {th }}$ path, respectively. The $\gamma^{l}\left(\theta_{l}, \varphi_{l}\right)$ is given in (63) and the $\hat{\kappa}_{R / I, m}^{l}$ is the reconstructed received signal using the estimated angular-domain channel parameter vector $\hat{\chi}_{l}$ in the previous iteration step. Equation (46) can be solved by a two-dimensional coarse search over $\left(\theta_{1}, \varphi_{1}\right)$ and followed by using the gradient method for $\left(\alpha_{R, 1}, \alpha_{I, 1}, \sigma_{v}\right)$. Let $\left\{\theta_{1}^{\prime}, \varphi_{1}^{\prime}, \alpha_{R, 1}^{\prime}, \alpha_{I, 1}^{\prime}, \sigma_{v}^{\prime}\right\}$ denote the estimated parameters that minimize the cost function of (46). Then we perform a grid-less fine search over the AoA interval $\left[\theta_{1}^{\prime}-\frac{\pi}{L_{\theta}}, \theta_{1}^{\prime}+\frac{\pi}{L_{\theta}}\right]$ and AoD interval $\left[\varphi_{1}^{\prime}-\frac{\pi}{L_{\varphi}}, \varphi_{1}^{\prime}+\frac{\pi}{L_{\varphi}}\right]$ by using the interior point based bounded optimization method (e.g., "fmincon" of MATLAB) to find the estimate $\left\{\hat{\chi}_{1}, \hat{\sigma}_{v}\right\}$ of $\left\{\chi_{1}, \sigma_{v}\right\}$.

In Step 2, we assume that there are two scattering paths, i.e., $N_{s}=2$. The 1bRELAX algorithm finds the parameters of the second strongest path by minimizing the cost function below:

$$
\begin{equation*}
\hat{\chi}_{2}=\arg \min _{\chi_{2}}-\sum_{m=1}^{K N_{r}}\left[\ln \Phi\left(z_{R, m} \zeta_{R, m}^{2,2}\right)+\ln \Phi\left(z_{I, m} \zeta_{I, m}^{2,2}\right)\right] \tag{49}
\end{equation*}
$$

where $\zeta_{R, m}^{2,2}$ and $\zeta_{I, m}^{2,2}$ can be computed from (47) with $\hat{\kappa}_{R, m}^{1}$ and $\hat{\kappa}_{I, m}^{1}$ reconstructed with the estimated angular-domain channel parameters corresponding to the strongest path from Step 1:

$$
\begin{align*}
\hat{\kappa}_{R, m}^{1} & =\hat{\gamma}_{R, m}^{1}\left(\hat{\theta}_{1}, \hat{\varphi}_{1}\right) \hat{\alpha}_{R, 1}-\hat{\gamma}_{I, m}^{1}\left(\hat{\theta}_{1}, \hat{\varphi}_{1}\right) \hat{\alpha}_{I, 1},  \tag{50a}\\
\hat{\kappa}_{I, m}^{1} & =\hat{\gamma}_{I, m}^{1}\left(\hat{\theta}_{1}, \hat{\varphi}_{1}\right) \hat{\alpha}_{R, 1}+\hat{\gamma}_{R, m}^{1}\left(\hat{\theta}_{1}, \hat{\varphi}_{1}\right) \hat{\alpha}_{I, 1} . \tag{50b}
\end{align*}
$$

In a similar fashion, $\left(\hat{\chi}_{1}, \hat{\sigma}_{v}\right)$ is refined using the $\hat{\chi}_{2}$ to solve the problem below via a fine search:
$\left[\hat{\chi}_{1}, \hat{\sigma}_{v}\right]=\arg \min _{\chi_{1}, \sigma_{v}}-\sum_{m=1}^{K N_{r}}\left[\ln \Phi\left(z_{R, m} \zeta_{R, m}^{2,1}\right)+\ln \Phi\left(z_{I, m} \zeta_{I, m}^{2,1}\right)\right]$.
This procedure of iteratively refining parameter vectors $\left\{\hat{\chi}_{1}, \hat{\sigma}_{v}\right\}$ and $\hat{\chi}_{2}$ of the two strongest paths with fine searches
continues until convergence.
Step 3 of 1bRELAX assumes $N_{s}=3$, and the algorithm continues by solving the problem below to estimate the parameter vector of the third strongest channel path using $\hat{\chi}_{2}$ and $\left\{\hat{\chi}_{1}, \hat{\sigma}_{v}\right\}$ from Step 2:

$$
\begin{equation*}
\hat{\boldsymbol{\chi}}_{3}=\arg \min _{\chi_{3}}-\sum_{m=1}^{K N_{r}}\left[\ln \Phi\left(z_{R, m} \zeta_{R, m}^{3,3}\right)+\ln \Phi\left(z_{I, m} \zeta_{I, m}^{3,3}\right)\right] \tag{52}
\end{equation*}
$$

Then $\left\{\hat{\chi}_{1}, \hat{\sigma}_{v}\right\}, \hat{\chi}_{2}$ and $\hat{\chi}_{3}$ are iteratively refined with fine searches until convergence. The algorithm continues until the parameter vectors of all paths are estimated.

1) Computational Complexity: Compared to the direct ML method, 1bRELAX requires only one two-dimensional search over the parameter space of AoA and AoD for each path in each step, resulting in significantly reduced computational complexities. To obtain the coarse estimates, the 1bRELAX algorithm needs to calculate the corresponding path gains for $L_{\theta} L_{\varphi}$ angular grid points via, e.g., the Newton's method for each of the $N_{s}$ paths. In each iteration of the Newton's method, the computational load is dominated by the calculation of a $2 \times 2$ Hessian matrix and a $2 \times 1$ gradient vector, which needs to construct the unquantized received signal $\kappa_{R / I}$ and has a computational cost of $\mathcal{O}\left(K N_{r} N_{t}\right)$. Our numerical results show that typically the Newton's method can converge in less than 5 iterations. For the refinement steps in 1bRELAX, the computational cost of the interior point based method can be neglected compared with the coarse searches. As a result, the total computational complexity for the 1bRELAX algorithm is on the order of $\mathcal{O}\left(N_{s} K L_{\theta} L_{\varphi} N_{r} N_{t}\right)$, where $L_{\theta}$ and $L_{\varphi}$ are several times (e.g., 2) larger than $N_{r}$ and $N_{t}$, respectively. In comparison, the computational costs of the recently proposed algorithms BLMMSE and GAMP are on the order of $\mathcal{O}\left(K^{3} N_{r}^{3}\right)$ and $\mathcal{O}\left(K \max \left(N_{r} N_{t}, N_{r} \log \left(N_{r}\right), N_{t} \log \left(N_{t}\right)\right)\right)$, respectively.

## C. IbBIC for Path Number Determination

When $N_{s}$ is unknown, the Bayesian information criterion (BIC) can be used with 1bRELAX to provide a consistent estimate of the channel path number [33], [34]. Below we derive the customized BIC rule, referred to as the 1 bBIC , to determine the number of channel paths.

By assuming that the prior pdf of $\boldsymbol{\psi}, p(\boldsymbol{\psi})$, is flat around the ML estimate $\hat{\psi}_{\text {ML }}$ and does not depend on the $K, N_{r}$ and $N_{t}$, the channel path number estimate according to the BIC is obtained by minimizing the criterion below [33], [34]:

$$
\begin{equation*}
-2 \ln p_{\hat{N}_{s}}\left(\overline{\mathbf{z}} \mid \hat{\boldsymbol{\psi}}_{\mathrm{ML}}\right)+\ln \left|\hat{\mathbf{J}}\left(\overline{\mathbf{z}}, \hat{\boldsymbol{\psi}}_{\mathrm{ML}}\right)\right| \tag{53}
\end{equation*}
$$

where $p_{\hat{N}_{s}}\left(\overline{\mathbf{z}} \mid \hat{\psi}_{\mathrm{ML}}\right)$ is the likelihood function under the hypothesis that the path number is $\hat{N}_{s}$, and $|\cdot|$ denotes the determinant of a matrix. The second term is a penalty term that penalizes an overestimated path number with $\hat{\mathbf{J}}\left(\overline{\mathbf{z}}, \hat{\boldsymbol{\psi}}_{\mathrm{ML}}\right)$ defined as:

$$
\begin{equation*}
\hat{\mathbf{J}}\left(\overline{\mathbf{z}}, \hat{\psi}_{\mathrm{ML}}\right)=-\left.\frac{\partial^{2} \ln p_{N_{s}}(\overline{\mathbf{z}} \mid \psi)}{\partial \boldsymbol{\psi} \partial \boldsymbol{\psi}^{T}}\right|_{\psi=\hat{\psi}_{\mathrm{ML}}} \tag{54}
\end{equation*}
$$

```
Algorithm 1 1bRELAX with 1bBIC
    Input: Measurements \(\overline{\mathbf{z}}\), threshold vector \(\overline{\boldsymbol{\eta}}\), pilot signal X,
    maximum path number \(N_{\text {max }}\)
    Output: Channel path number \(\hat{N}_{s}\), angular parameters and
        noise variance \(\hat{\psi}\)
    Set \(L=1\), obtain \(\Xi_{1}=\left[\hat{\chi}_{1}, \hat{\sigma}_{v}\right]\) via a coarse search
    followed by a fine search
    Compute the 1bBIC cost function value \(C(1)\) from (59)
    with \(\hat{\zeta}_{R / I, m}\) obtained from \(\left[\hat{\chi}_{1}, \hat{\sigma}_{v}\right]\)
    for \(L=2\) to \(N_{\max }\) do
        Obtain \(\hat{\chi}_{L}\) via a coarse search followed by a fine search
        and set \(k=1\)
        repeat
            if \(k=1\) then
                Update \(\left[\hat{\chi}_{1}, \hat{\sigma}_{v}\right]\) via a fine search
            else
                Update \(\hat{\chi}_{k}\) via a fine search
            end if
            \(k=(k \bmod L)+1\)
        until the ML cost function of (43) converges
        \(\Xi_{L}=\left[\left\{\hat{\boldsymbol{\chi}}_{l}\right\}_{l=1}^{L}, \hat{\sigma}_{v}\right]^{T}\)
        Compute the 1 bBIC cost function value \(C(L)\) with
        \(\hat{\zeta}_{R / I, m}\) obtained from \(\left\{\hat{\boldsymbol{\chi}}_{l}\right\}_{l=1}^{L}\) and \(\hat{\sigma}_{v}\)
    end for
    \(\hat{\boldsymbol{\psi}}=\Xi_{\hat{N}_{s}}\) where \(\hat{N}_{s}=\arg \min _{l} C(l)\)
```

Under mild conditions [33], the matrix $\hat{\mathbf{J}}\left(\overline{\mathbf{z}}, \hat{\boldsymbol{\psi}}_{\mathrm{ML}}\right)$ is shown to have the following asymptotic relationship with the FIM $\mathbf{J}_{F}(\boldsymbol{\psi})$ of (18):

$$
\begin{equation*}
\left[\mathbf{P}^{-1} \mathbf{J}_{F}(\boldsymbol{\psi}) \mathbf{P}^{-1}-\mathbf{P}^{-1} \hat{\mathbf{J}}\left(\overline{\mathbf{z}}, \hat{\boldsymbol{\psi}}_{\mathrm{ML}}\right) \mathbf{P}^{-1}\right] \rightarrow \mathbf{0} \quad \text { as } \quad N^{\prime} \rightarrow \infty \tag{55}
\end{equation*}
$$

where $N^{\prime} \triangleq\left\{K, N_{r}, N_{t}\right\}$ and $\mathbf{P}$ is a normalization matrix dependent on $N^{\prime}$. Equation (55) implies that, after a proper normalization, $\hat{\mathbf{J}}\left(\overline{\mathbf{z}}, \hat{\boldsymbol{\psi}}_{\mathrm{ML}}\right)$ can be substituted by $\mathbf{J}_{F}(\boldsymbol{\psi})$ asymptotically. This can be used to obtain a simpler expression for the penalty term in (53).

We now find a normalization matrix $\mathbf{P}$ to satisfy:

$$
\begin{equation*}
\mathbf{P}^{-1} \mathbf{J}_{F}(\boldsymbol{\psi}) \mathbf{P}^{-1} \stackrel{N^{\prime} \rightarrow \infty}{=} \mathcal{O}(\mathbf{1}) \tag{56}
\end{equation*}
$$

As shown in the supplementary material, when the pilot sequences are orthogonal to one another (i.e., $\mathbf{X} \mathbf{X}^{H}=\frac{K \rho}{N_{t}} \mathbf{I}_{N_{t}}$ ), a proper normalization matrix $\mathbf{P}$ is found to be:

$$
\mathbf{P}=\left[\begin{array}{llll}
N_{t} N_{r}^{\frac{1}{2}} K^{\frac{1}{2}} \mathbf{I}_{N_{s}} & & &  \tag{57}\\
& N_{r}^{\frac{3}{2}} K^{\frac{1}{2}} \mathbf{I}_{N_{s}} & \\
& & & \\
& & & N_{r}^{\frac{1}{2}} K^{\frac{1}{2}} \mathbf{I}_{2 N_{s}+1}
\end{array}\right]
$$

Given the normalization matrix of (57) and invoking (55) with $\hat{\mathbf{J}}\left(\overline{\mathbf{z}}, \hat{\boldsymbol{\psi}}_{\mathrm{ML}}\right)$ replaced by $\mathbf{J}_{F}(\boldsymbol{\psi})$, the penalty term of (53) is given by

$$
\begin{aligned}
\ln \left|\hat{\mathbf{J}}\left(\overline{\mathbf{z}}, \hat{\boldsymbol{\psi}}_{\mathrm{ML}}\right)\right|= & \ln \left|\mathbf{P}^{2}\right|+\ln \left|\mathbf{P}^{-1} \hat{\mathbf{J}}\left(\overline{\mathbf{z}}, \hat{\boldsymbol{\psi}}_{\mathrm{ML}}\right) \mathbf{P}^{-1}\right| \\
= & \left(6 N_{s}+1\right) \ln \left(N_{r}\right)+\left(4 N_{s}+1\right) \ln (K) \\
& +2 N_{s} \ln \left(N_{t}\right)+\mathcal{O}(1)
\end{aligned}
$$

As a result, the 1 bBIC rule of (53) reduces to:

$$
\begin{align*}
\hat{N}_{s}=\arg \min _{N_{s}}\{ & -2 \sum_{m=1}^{K N_{r}}\left[\ln \Phi\left(z_{R, m} \hat{\zeta}_{R, m}\right)+\ln \Phi\left(z_{I, m} \hat{\zeta}_{I, m}\right)\right] \\
& \left.+6 N_{s} \ln \left(N_{r}\right)+4 N_{s} \ln (K)+2 N_{s} \ln \left(N_{t}\right)\right\} . \tag{59}
\end{align*}
$$

To use 1bBIC with 1bRELAX, we can compute the cost function in (59) at the end of each step of 1bRELAX for up to a prescribed maximum possible path number $N_{\max }$. We give a flow chart in Algorithm 1 to show the detailed steps of 1bRELAX and how the 1bBIC is integrated into 1bRELAX.

## D. JML-MAP and MAP Estimators

For the hybrid case, we utilize the prior pdf of random parameters and introduce the JML-MAP estimator for both the random and deterministic parameters:

$$
\begin{equation*}
\hat{\boldsymbol{\chi}}_{\mathrm{ML} / \mathrm{MAP}}=\underset{\boldsymbol{\chi}}{\arg \min }-\left[\ln p\left(\overline{\mathbf{z}} \mid \boldsymbol{\chi}_{r}, \boldsymbol{\chi}_{d}\right)+\ln p\left(\boldsymbol{\chi}_{r} \mid \boldsymbol{\chi}_{d}\right)\right] . \tag{60}
\end{equation*}
$$

For the case of all random unknowns, on the other hand, we introduce the MAP method to estimate the random parameters:

$$
\begin{equation*}
\hat{\chi}_{\mathrm{MAP}}=\underset{\boldsymbol{\chi}}{\arg \min }-[\ln p(\overline{\mathbf{z}} \mid \boldsymbol{\chi})+\ln p(\boldsymbol{\chi})] . \tag{61}
\end{equation*}
$$

It can be shown that the above two problems are also unconstrained convex optimization problems to find the optimal path gains for given AoA and AoD, and hence the cost functions in (60) and (61) can be efficiently minimized via 1bRELAX procedures with small modifications.

When the noise variance $\sigma_{v}^{2}$ is unknown, the formulation of (44) cannot be utilized if the prior knowledge is on the channel path gains due to the definition of $\boldsymbol{\beta}_{R}$ and $\boldsymbol{\beta}_{I}$. In this case, one can estimate $\sigma_{v}^{2}$ first during an idle period [20], [35], i.e., when there is no transmission between the BS and the MS. The relevant ML problem is:

$$
\begin{align*}
\hat{\varepsilon}=\underset{\varepsilon}{\arg \min }-\sum_{m=1}^{K N_{r}} & {\left[\ln \Phi\left(-\sqrt{2} \varepsilon z_{R, m} \eta_{R, m}\right)\right.}  \tag{62}\\
+ & \left.\ln \Phi\left(-\sqrt{2} \varepsilon z_{I, m} \eta_{I, m}\right)\right] .
\end{align*}
$$

Then $\hat{\sigma}_{v}^{2}$ can be calculated as $\hat{\sigma}_{v}^{2}=\frac{1}{\hat{\varepsilon}^{2}}$. Note that (62) is a onedimensional unconstrained convex optimization problem for $\overline{\boldsymbol{\eta}} \neq \mathbf{0}$, which can be solved efficiently via, e.g., the Newton's method. After that, we can solve (60) and (61) by replacing $\sigma_{v}^{2}$ with $\hat{\sigma}_{v}^{2}$.

## VI. Numerical Examples

Numerical examples are provided below to compare the CRBs using different thresholding schemes and verify the effectiveness of the proposed 1bRELAX algorithm for channel estimation and 1bBIC for path number determination. We consider a massive MIMO system model with $N_{r}=64$, $N_{t}=32$. Unless otherwise specified, the path number $N_{s}$ is set to 4 and random QPSK symbols are used as the pilot signal. The channel matrix is normalized as $\mathrm{E}\left[\|\mathbf{H}\|_{\mathrm{F}}^{2}\right]=N_{r} N_{t}$ and the transmit signal power is normalized as $\rho=1$. The meansquared error (MSE) of the channel matrix estimate is defined as $\mathrm{E}\left[\|\hat{\mathbf{H}}-\mathbf{H}\|_{\mathrm{F}}^{2}\right] /\left(N_{r} N_{t}\right)$. The MSEs are compared with the


Fig. 4. Deterministic CRB comparison as a function of SNR with $K=32$ and known $\sigma_{v}^{2}$.

CRBs (i.e., trace $[\mathbf{C R B}(\overline{\mathbf{h}})]$ and trace $[\mathbf{B C R B}(\overline{\mathbf{h}})])$ normalized by $N_{r} N_{t}$. The average SNR at each receive antenna output is defined as SNR $=\mathrm{E}\left[\|\boldsymbol{\Gamma} \boldsymbol{\alpha}\|_{2}^{2}\right] /\left(K N_{r} \sigma_{v}^{2}\right)=1 / \sigma_{v}^{2}$.

We consider the following thresholding schemes: 1) zerothresholding (ZT) (i.e., $\overline{\boldsymbol{\eta}}=\mathbf{0}$ ); 2) optimal thresholding (OT), which requires the knowledge of noise-free signals (i.e., $\overline{\boldsymbol{\eta}}=\overline{\boldsymbol{\Gamma}} \overline{\boldsymbol{\alpha}}$ ); 3) time-varying thresholding (TT) [36], which selects the thresholds randomly from a predefined discrete set, e.g., $\left[-h_{\max },-h_{\max }+\triangle, \cdots, h_{\max }-\triangle, h_{\max }\right]$ at each sampling instant with $h_{\max }$ being the dynamic range and $\triangle$ being the stepsize; 4) antenna-varying thresholding (AT), which selects the thresholds from the discrete set randomly once and fixed at all times for each antenna output. For the AT and TT schemes, the thresholds are selected randomly from 8 discrete values uniformly distributed in $\left[-h_{\max }, h_{\max }\right]$ with $h_{\max }=0.5$. Due to the randomly selected thresholds, the CRBs for the AT and TT schemes are obtained by averaging over 100 realizations of the randomly selected thresholds. The CRBs for unquantized systems are also considered here for comparison purposes. To compute the HCRBs and BCRBs, the first terms of HIM and BIM (i.e., $\mathbf{J}_{D}(\boldsymbol{\chi})$ and $\mathbf{J}_{D}(\boldsymbol{\psi})$ ) are obtained by averaging the corresponding FIM (i.e., $\mathbf{J}_{F}(\boldsymbol{\chi})$ and $\mathbf{J}_{F}(\boldsymbol{\psi})$ ) over $10^{4}$ realizations of the random parameters according to the prior distributions.


Fig. 5. Deterministic CRB for the AT scheme as a function of pilot length $K$ when $\mathrm{SNR}=-10,0,10 \mathrm{~dB}$.

## A. Channel Estimation Performance Bounds

1) Comparison of Deterministic CRBs: Consider the following deterministic parameters, which are generated randomly once and fixed at all times.

- AoA vector $\boldsymbol{\theta}=\left[40^{\circ}, 41^{\circ},-70^{\circ},-65^{\circ}\right]^{T}$,
- AoD vector $\varphi=\left[-25^{\circ},-42.5^{\circ}, 55^{\circ}, 52^{\circ}\right]^{T}$,
- Path gain vector $\boldsymbol{\alpha}=[0.5775-0.1733 j,-0.3119+$ $0.2599 j, 0.2714-0.4505 j, 0.4331+0.0866 j]^{T}$.
Fig. 4 shows the CRBs for estimating the angular-domain parameters (e.g., AoA $\left(\theta_{1}\right)$ and $\alpha_{R, 1}$ ) and channel matrix (i.e., $\mathbf{H}$ ) as functions of SNR for $\sigma_{v}^{2}$ known. Fig. 4 shows that the CRB curves for the OT scheme and the unquantized case (Unqt) are log-linear w.r.t. SNR. With a loss of 1.96 dB compared with the unquantized CRB, the OT scheme provides the lowest bounds among all one-bit thresholding schemes, as expected. At low SNRs, the one-bit CRBs converge due to the dominating noise effect. Compared with the fixed ZT scheme, the random thresholding schemes (i.e., the AT and TT schemes) provide slightly worse results for the AoA estimation in Fig. 4(a) but much better results for the path gain estimation in Fig. 4(b) as well as for the overall channel matrix estimation in Fig. 4(c). AT gives almost identical performance to its TT counterpart, but with a lower system complexity and cost. AT and ZT have similar hardware cost, but ZT suffers for ambiguity problems when $\sigma_{v}^{2}$ is unknown. Therefore, we focus on AT hereafter.

Fig. 5 shows the CRBs as functions of pilot length $K$ using the AT scheme. First, it is observed that the CRB curves are $\log$-linear w.r.t. the pilot length. Secondly, from Fig. 5, the unknown $\sigma_{v}^{2}$ has almost no impact on the angle CRB, but leads to higher CRBs for the path gain.
2) Hybrid CRB with Prior Knowledge on Channel Path Gains: Assume that the path gains have known Gaussian pdf with mean $\mathbf{m}_{\alpha}=\sqrt{\frac{1-\tau}{2 N_{s}}}[1, \cdots, 1]^{T} \in \mathbb{R}^{2 N_{s} \times 1}$ and covariance matrix $\mathbf{C}_{\alpha}=\frac{\tau}{2 N_{s}} \mathbf{I}_{2 N_{s}}$ with $\tau=0.1$. The angles are deterministic unknowns, given as follows:

- AoA vector $\boldsymbol{\theta}=\left[62^{\circ},-36^{\circ},-45^{\circ}, 15^{\circ}\right]^{T}$,
- AoD vector $\varphi=\left[-45^{\circ}, 34^{\circ}, 25^{\circ},-70^{\circ}\right]^{T}$.

Fig. 6 compares several versions of the path gain HCRB with the AT scheme as a function of SNR when $\sigma_{v}^{2}$ is unknown. Specifically, we consider the numerically implemented HCRB via Monte-Carlo trials (denoted as MC HCRB), the unquantized HCRB computed using the exact analytical expressions (denoted as Unqt HCRB), the low-SNR approximate HCRB in Section IV-A1 (denoted as LowHCRB), the tighter approximate HCRB in Section IV-A2 (denoted as ApproxHCRB) and the expection of the deterministic CRB (ECRB) which serves as a tight bound for the prior-aided estimate in the asymptotic


Fig. 6. Comparison of HCRB for $\alpha_{R, 1}$ using the AT scheme as a function of SNR with prior knowledge on path gain for $K=15$ and unknown $\sigma_{v}^{2}$.
region (i.e., SNR $\rightarrow \infty$ or $K \rightarrow \infty$ ) [28]. The ECRB is obtained by averaging the deterministic CRB over its random realizations. Fig. 6 shows that LowHCRB is looser than MC HCRB when the SNR $>-5 \mathrm{~dB}$. ApproxHCRB is almost the same as MC HCRB in all SNRs we consider. At low SNRs, the ECRB is much higher than its HCRB counterparts due to the lack of prior knowledge, and the one-bit HCRBs coincide with the unquantized HCRB since the prior knowledge dominates over the information from data.


Fig. 7. MSE of ML estimate for the AT scheme as a function of SNR with $K=32$ and unknown $\sigma_{v}^{2}$.


Fig. 8. MSE of ML estimate for the AT scheme as a function of pilot length $K$ with $\mathrm{SNR}=0 \mathrm{~dB}$ and unknown $\sigma_{v}^{2}$.

## B. ML, JML-MAP and MAP Parameter Estimation

We now evaluate the performance of the ML, JML-MAP and MAP channel estimates, all obtained via the variations of the 1bRELAX algorithm, where the number of the discretized grid points over the angle range $(-\pi / 2, \pi / 2]$ is $L_{\theta}=192$ for the AoA and $L_{\varphi}=96$ for the AoD. The MSEs are obtained by averaging over 300 Monte-Carlo trials.


Fig. 9. MSE of ML channel matrix estimate for the AT scheme as a function of the iteration number in the fine search step of 1bRELAX when $K=32$ and $\mathrm{SNR}=0 \mathrm{~dB}$.

TABLE I
Average Running Time of 1bRELAX

| Aver. Run. Time (s) | $K=10$ | $K=20$ | $K=40$ |
| :---: | :---: | :---: | :---: |
| $N_{s}=2$ | 8.69 | 13.67 | 24.59 |
| $N_{s}=4$ | 18.89 | 28.84 | 49.76 |

1) ML Estimation for Deterministic Unknown Parameters: We assume that the path number $N_{s}$ is known and use the same deterministic channel parameters as those in Section VI-A1. Note that the angle separations between the AoA of the first and second paths as well as the AoD of the thrid and fourth paths are less than the corresponding Rayleigh resolutions. The MSEs of the ML estimates are compared to the corresponding CRBs in Fig. 7 as functions of SNR and in Fig. 8 as functions of the pilot length $K$, when $\sigma_{v}^{2}$ is unknown. It is seen that the MSEs of the ML estimates obtained via 1bRELAX can approach the corresponding CRBs at high SNRs or with long pilot sequences. It is also observed that there is a threshold effect (e.g., SNR $=-6 \mathrm{~dB}$ in Fig. 7 and $K=11$ in Fig. 8) below which the MSEs deviate abruptly from the corresponding CRBs.

Fig. 9 shows the MSE of ML channel matrix estimate as a function of the iteration number in the fine search step of 1bRELAX when the path number is $N_{s}=2$ and $N_{s}=4$. The iteration number here refers to the iterations needed in the final step of refining the parameters of $N_{s}$ paths. It is seen from Fig. 9 that 1bRELAX algorithm can converge with 4 iterations for $N_{s}=2$ and 6 iterations for $N_{s}=4$, respectively. Fig. 9 also revals that the grid-less refinement step is necessary to enhance the channel estimation performance of 1bRELAX. We give the average running time of 1bRELAX for different pilot lengths in Table I. The simulations are conducted on a PC with Intel(R) Core(TM) i7-6700 CPU (3.40 GHz) and 64.0 GB RAM.

Then we compare the channel estimation performance of 1bRELAX with those of BLMMSE [16] and GAMP [9] in Fig. 10. Note that both the BLMMSE and GAMP algorithms need a prior knowledge on the noise variance, and hence $\sigma_{v}^{2}$ is assumed to be known for all methods. It is shown in Fig. 10 that GAMP provides a performance gain of at least 5 dB over BLMMSE. 1bRELAX significantly outperforms the other two algorithms, especially at high SNRs. For example, 1bRELAX


Fig. 10. Comparison of channel matrix estimation performance using the AT scheme as a function of SNR with $K=128$ and known $\sigma_{v}^{2}$.


Fig. 11. Comparison of BER performance using the AT scheme with imperfect CSI as a function of SNR when $\sigma_{v}^{2}$ is known.
outperforms GAMP and BLMMSE by more than 20 dB when $\mathrm{SNR}=15 \mathrm{~dB}$. Fig. 11 plots the average bit-error rate (BER) curves obtained via the one-bit ML detector in [14] using imperfect channel state information (CSI) obtained from the aforementioned three algorithms, respectively. For simplicity, we consider a typical case where there is only one independent QPSK data stream between the transmitter and the receiver. The transmitted data signal has the same power as the pilot signal. It is shown in Fig. 11 that, as expected, 1bRELAX can provide a much better BER performance than GAMP and BLMMSE at high SNRs.


Fig. 12. MSE of JML-MAP estimate for the AT scheme with prior knowledge on path gains as a function of SNR for $K=15$ and known $\sigma_{v}^{2}$.
2) JML-MAP Estimation for Hybrid Parameters: For the knowledge-aided JML-MAP and MAP estimators, we assume


Fig. 13. MSE of JML-MAP estimate for the AT scheme with prior knowledge on angular parameters as a function of SNR when $K=15$ and known $\sigma_{v}^{2}$.
that the noise variance $\sigma_{v}^{2}$ is known. We first consider the case where the path gains have known prior pdfs and the angular parameters are deterministic unknowns. The simulation parameters used here are the same as those in Section VI-A2. Fig. 12 shows the MSEs of the JML-MAP estimates and the deterministic ML estimates for the AT scheme. It is shown in Fig. 12(b) that the JML-MAP path gain estimates are better than the ML estimates, especially at low SNRs. The ApproxHCRBs can provide reasonable lower bounds for the JML-MAP estimates for the SNRs we consider.

We then assume the angles have known truncated Gaussian distributions with angle intervals constructed by the three-sigma rule, i.e., all the random realizations of $\theta_{l} \in$ $\mathcal{N}\left(m_{\theta_{l}}, \sigma_{\theta_{l}}^{2}\right)$ are in the interval $\left[m_{\theta_{l}}-3 \sigma_{\theta_{l}}, m_{\theta_{l}}+3 \sigma_{\theta_{l}}\right]$. Specifically, we consider the following parameters:

- AoA intervals: $\theta_{1} \in\left[-74.5^{\circ},-69.5^{\circ}\right], \theta_{2} \in\left[31^{\circ}, 36^{\circ}\right]$, $\theta_{3} \in\left[-52.5^{\circ},-47.5^{\circ}\right], \theta_{4} \in\left[59.5^{\circ}, 64.5^{\circ}\right]$,
- AoD intervals: $\varphi_{1} \in\left[63.5^{\circ}, 68.5^{\circ}\right], \varphi_{2} \in\left[-45^{\circ},-40^{\circ}\right]$, $\varphi_{3} \in\left[17.5^{\circ}, 22.5^{\circ}\right], \varphi_{4} \in\left[-27.5^{\circ},-22.5^{\circ}\right]$,
- Path gain vector $\boldsymbol{\alpha}=[0.4058+0.3170 j,-0.2536+$ $0.4438 j, 0.5706-0.1268 j,-0.1014-0.3487 j]^{T}$.
We plot the MSEs of JML-MAP estimates for the AT scheme in Fig. 13. Since no analytical expression for the HCRB exists in this case, we compute the HCRB via MonteCarlo trails. It is seen that the threshold effect for angle estimation is suppressed due to the prior knowledge for the JML-MAP, which has a much better performance than the ML for low SNR. Moreover, since accurate angle estimates are available for all SNRs, the threshold effect of JML-MAP path gain estimate also vanishes and the corresponding MSE can approach the MC HCRB.

3) MAP Estimation for Bayesian Parameters: Finally, consider the case where the channel path gains have the same Gaussian distribution as in Section VI-A2 and the AoA and AoD angles have the same truncated Gaussian distributions as in Section VI-B2. We plot the MSE of the MAP channel matrix estimate for the AT scheme in Fig. 14. It is observed that the MSE of MAP channel estimates cannot approach the corresponding MC BCRB. The gap between them is about 5 dB.

## C. IbBIC for Path Number Determination

We now use the 1bBIC for channel path number determination for the same deterministic channel parameters as in Section VI-A and unknown $\sigma_{v}^{2}$. Two different pilot sequences


Fig. 14. MSE of MAP channel matrix estimate for the AT scheme as a function of SNR for $K=15$ and known $\sigma_{v}^{2}$.


Fig. 15. Correct determination probability of 1 bBIC when $\sigma_{v}^{2}$ is unknown, (a) as a function of SNR and (b) as a function of pilot length.
are considered here: random QPSK pilots (QPSK) and random orthogonal pilots (Ortho). The maximum possible path number $N_{\max }$ is set to 8 . We compare the correct determination probability of 1 bBIC with the two different pilot sequences as functions of the SNR in Fig. 15(a) when the pilot length $K=32$ and as functions of the pilot length in Fig. 15(b) when $\operatorname{SNR}=-10 \mathrm{~dB}$. It can be seen from Fig. 15 that for both pilot sequences, the probability of correct path number determination reaches 1 for $\mathrm{SNR}>-5 \mathrm{~dB}$ in Fig. 15(a) or $K>80$ in Fig. 15(b).

## VII. Conclusions

We have focused on the angular-domain channel estimation for one-bit mmWave massive MIMO systems. In particular, we have derived the deterministic CRB and the knowledgeaided hybrid and Bayesian CRBs, for estimating the AoA, AoD and the associated path gains. We have also presented the ML estimator for deterministic channel parameter estimation. When the prior information is available, the JMLMAP and MAP estimators have been derived for the hybrid and Bayesian parameter estimation, respectively. Variations of the computationally efficient 1bRELAX algorithm have been used to obtain the ML, JML-MAP and MAP channel estimates. A simple and effective rule, referred to as 1 bBIC , has been derived for path number determination. Numerical examples have been given to compare the performance bounds using different one-bit thresholding schemes and to verify the effectiveness of the parameter estimators and the 1bBIC rule.

We have demonstrated that accurate channel parameter estimates can be obtained using our estimators. The correct determination probability of 1bBIC approaches 1 even for a low SNR or a moderate pilot length. In addition, we have found that the simple and inexpensive antenna-varying thresholding scheme allows for the noise variance to be unknown and outperforms its zero-thresholding counterpart, especially at high SNRs. We have also shown that the prior knowledge of the angular-domain parameters can lead to significantly improved channel estimation performance, especially at low SNRs.

## Appendix A

DERIVATION OF THE PARTIAL DERIVATIVES: $\frac{\kappa_{R / I, m}}{\partial \chi_{p}}$

Recall from the unquantized received signal model in (5), the complex-valued signal $\boldsymbol{\Gamma}(\boldsymbol{\theta}, \boldsymbol{\varphi}) \boldsymbol{\alpha}$ is the superposition of the signals from $N_{s}$ paths:

$$
\begin{align*}
\boldsymbol{\Gamma}(\boldsymbol{\theta}, \boldsymbol{\varphi}) \boldsymbol{\alpha} & =\sum_{l=1}^{N_{s}}\left[\left(\mathbf{X}^{T} \boldsymbol{a}_{\mathrm{MS}}^{*}\left(\varphi_{l}\right)\right) \otimes \boldsymbol{a}_{\mathrm{BS}}\left(\theta_{l}\right)\right] \alpha_{l}  \tag{63}\\
& \triangleq \sum_{l=1}^{N_{s}} \boldsymbol{\gamma}^{l}\left(\theta_{l}, \varphi_{l}\right) \alpha_{l}
\end{align*}
$$

where $\gamma^{l}\left(\theta_{l}, \varphi_{l}\right) \in \mathbb{C}^{K N_{r} \times 1}$. We ignore the dependence of $\gamma^{l}$ on $\theta_{l}$ and $\varphi_{l}$ for notation brevity in the following. The partial derivatives of $\kappa_{R, m}$ w.r.t. the $l^{\text {th }}$ elements of $\boldsymbol{\theta}, \boldsymbol{\varphi}, \boldsymbol{\alpha}_{R}$ and $\boldsymbol{\alpha}_{I}$ in (16) can be computed, respectively, as:

$$
\begin{align*}
\frac{\partial \kappa_{R, m}}{\partial \theta_{l}} & =\frac{\partial \gamma_{R, m}^{l}}{\partial \theta_{l}} \alpha_{R, l}-\frac{\partial \gamma_{I, m}^{l}}{\partial \theta_{l}} \alpha_{I, l}  \tag{64a}\\
\frac{\partial \kappa_{R, m}}{\partial \varphi_{l}} & =\frac{\partial \gamma_{R, m}^{l}}{\partial \varphi_{l}} \alpha_{R, l}-\frac{\partial \gamma_{I, m}^{l}}{\partial \varphi_{l}} \alpha_{I, l} \tag{64b}
\end{align*}
$$

and

$$
\begin{align*}
\frac{\partial \kappa_{R, m}}{\partial \alpha_{R, l}} & =\gamma_{R, m}^{l}  \tag{64c}\\
\frac{\partial \kappa_{R, m}}{\partial \alpha_{I, l}} & =-\gamma_{I, m}^{l} \tag{64d}
\end{align*}
$$

with

$$
\frac{\partial \boldsymbol{\gamma}^{l}}{\partial \theta_{l}}=\left(\mathbf{X}^{T} \boldsymbol{a}_{\mathrm{MS}}^{*}\left(\varphi_{l}\right)\right) \otimes \frac{\partial \boldsymbol{a}_{\mathrm{BS}}\left(\theta_{l}\right)}{\partial \theta_{l}}
$$

and

$$
\frac{\partial \boldsymbol{\gamma}^{l}}{\partial \varphi_{l}}=\left(\mathbf{X}^{T} \frac{\partial \boldsymbol{a}_{\mathrm{MS}}^{*}\left(\varphi_{l}\right)}{\partial \varphi_{l}}\right) \otimes \boldsymbol{a}_{\mathrm{BS}}\left(\theta_{l}\right)
$$

where $\frac{\partial \boldsymbol{a}_{\mathrm{BS}}\left(\theta_{l}\right)}{\partial \theta_{l}}$ and $\frac{\partial \boldsymbol{a}_{\mathrm{MS}}\left(\varphi_{l}\right)}{\partial \varphi_{l}}$ are given by:

$$
j 2 \pi \cos \theta_{l} \frac{d_{r}}{\lambda}\left[0, e^{j 2 \pi \sin \theta_{l} \frac{d_{r}}{\lambda}}, \cdots,\left(N_{r}-1\right) e^{j\left(N_{r}-1\right) 2 \pi \sin \theta_{l} \frac{d_{r}}{\lambda}}\right]
$$

and
$j 2 \pi \cos \varphi_{l} \frac{d_{t}}{\lambda}\left[0, e^{j 2 \pi \sin \varphi_{l} \frac{d_{t}}{\lambda}}, \cdots,\left(N_{t}-1\right) e^{j\left(N_{t}-1\right) 2 \pi \sin \varphi_{l} \frac{d_{t}}{\lambda}}\right]$,
respectively.
The partial derivatives of $\kappa_{I, m}$, i.e., $\frac{\partial \kappa_{I, m}}{\partial \theta_{l}}, \frac{\partial \kappa_{I, m}}{\partial \varphi_{l}}, \frac{\partial \kappa_{I, m}}{\partial \alpha_{R, l}}$ and $\frac{\partial \kappa_{I, m}}{\partial \alpha_{I, l}}$, can be obtained similarly.

## Appendix B <br> REFORMULATION OF $g\left(\zeta_{R, m}\right) p\left(\boldsymbol{\chi}_{r}\right)$

Recall from the definition of $\kappa_{R, m}$ in (11a), and according to (63), we can reformulate $\kappa_{R, m}$ as:

$$
\begin{equation*}
\kappa_{R, m}=\sum_{l=1}^{N_{s}}\left[\gamma_{R, m}^{l} \alpha_{R, l}-\gamma_{I, m}^{l} \alpha_{I, l}\right] \triangleq \overline{\boldsymbol{\gamma}}_{m} \boldsymbol{\chi}_{r} \tag{65}
\end{equation*}
$$

where $\bar{\gamma}_{m}=\left[\gamma_{R, m}^{1}, \cdots, \gamma_{R, m}^{N_{s}},-\gamma_{I, m}^{1}, \cdots,-\gamma_{I, m}^{N_{s}}\right]^{T}$. Plugging (65) into (10a), we have:

$$
\begin{align*}
g\left(\zeta_{R, m}\right) & =4 e^{-\left(1-\frac{2}{\pi}\right) \zeta_{R, m}^{2}}  \tag{66}\\
& =4 e^{-t \eta_{R, m}^{2}} \cdot e^{-\frac{1}{2}\left(\boldsymbol{\chi}_{r}^{T}\left(2 t \mathbf{A}_{m}\right) \boldsymbol{\chi}_{r}-\mathbf{p}_{m}^{T} \boldsymbol{\chi}_{r}\right)}
\end{align*}
$$

where $t=\left(1-\frac{2}{\pi}\right) \frac{2}{\sigma_{v}^{2}}, \mathbf{A}_{m}=\bar{\gamma}_{m} \bar{\gamma}_{m}^{T}$ and $\mathbf{p}_{m}=4 t \eta_{R, m} \bar{\gamma}_{m}$. Then,

$$
\begin{align*}
& g\left(\zeta_{R, m}\right) p\left(\boldsymbol{\chi}_{r}\right) \\
& =\frac{4 e^{-t \eta_{R, m}}}{\sqrt{(2 \pi)^{2 N_{s}}\left|\mathbf{C}_{\alpha}\right|}} \\
& \quad \cdot e^{-\frac{1}{2}\left(\boldsymbol{\chi}_{r}^{T}\left(2 t \mathbf{A}_{m}\right) \boldsymbol{\chi}_{r}-\mathbf{p}_{m}^{T} \boldsymbol{\chi}_{r}+\left(\boldsymbol{\chi}_{r}-\mathbf{m}_{\alpha}\right)^{T} \mathbf{C}_{\alpha}^{-1}\left(\boldsymbol{\chi}_{r}-\mathbf{m}_{\alpha}\right)\right)}  \tag{67}\\
& =\delta_{m} \cdot \frac{1}{\sqrt{(2 \pi)^{2 N_{s}}\left|\mathbf{Q}_{m}\right|}} e^{-\frac{1}{2}\left(\boldsymbol{\chi}_{r}-\mathbf{u}_{m}\right)^{T} \mathbf{Q}_{m}^{-1}\left(\boldsymbol{\chi}_{r}-\mathbf{u}_{m}\right)}
\end{align*}
$$

where

$$
\begin{aligned}
\delta_{m} & =4 \sqrt{\frac{\left|\mathbf{Q}_{m}\right|}{\left|\mathbf{C}_{\alpha}\right|}} e^{-t \eta_{R}^{2}(m)-\frac{1}{2} \mathbf{m}_{\alpha}^{T} \mathbf{C}_{\alpha}^{-1} \mathbf{m}_{\alpha}+\epsilon_{m}} \\
\epsilon_{m} & =\frac{1}{8}\left(2 \mathbf{C}_{\alpha}^{-1} \mathbf{m}_{\alpha}+\mathbf{p}_{m}\right)^{T} \mathbf{Q}_{m}\left(2 \mathbf{C}_{\alpha}^{-1} \mathbf{m}_{\alpha}+\mathbf{p}_{m}\right), \\
\mathbf{u}_{m} & =\frac{1}{2} \mathbf{Q}_{m}\left(2 \mathbf{C}_{\alpha}^{-1} \mathbf{m}_{\alpha}+\mathbf{p}_{m}\right) \\
\mathbf{Q}_{m} & =\left(2 t \mathbf{A}_{m}+\mathbf{C}_{\alpha}^{-1}\right)^{-1}
\end{aligned}
$$

According to (67), $g\left(\zeta_{R, m}\right) p\left(\boldsymbol{\chi}_{r}\right)$ has been reformulated to a constant of $\delta_{m}$ times a Gaussian pdf of $\chi_{r}$ with mean vector $\mathbf{u}_{m}$ and covariance matrix $\mathbf{Q}_{m}$.
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