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Abstract

This paper investigates the consensus problem of general linear discrete-time multi-agent systems by using distributed model predictive control (DMPC) with self-triggered mechanism. First, a novel DMPC based consensus algorithm is proposed, where each agent only needs to obtain its neighbors’ predicted state sequences once at each time step. We prove that the resultant DMPC optimization problem is feasible, and the proposed algorithm guarantees the dynamic consensus of agents. Then, to further reduce the communication cost and the energy consumption of control updates, a self-triggered DMPC based consensus algorithm is proposed with the control input and the triggering interval jointly optimized. Numerical examples including the benchmark problem with platooning vehicles are provided to verify the effectiveness and advantages of the proposed algorithms.
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I. INTRODUCTION

Cooperative control of multi-agent systems has been an important area of research for decades due to its high efficiency and operational capability in completing special tasks. Among the extensive investigations, consensus, where all agents reach an agreement on certain quantities of interest, is one of the most fundamental and widely studied problems, e.g. [1]–[5]. Consensus of multi-agent systems has a wide range of industrial applications, such as intelligent transportation systems [6], [7], wireless sensor networks [8], [9], and power systems [10]–[12].
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Model predictive control (MPC), being able to treat constraints, multi-variables, and performance criteria, has become one of the most successful control strategies. Distributed MPC (DMPC) algorithms have been proposed for multi-agent systems (see [13]–[16] and the references therein). The majority of the existing DMPC algorithms consider the stabilization of a priori known set point. In contrast, consensus requires the agents to agree on a common trajectory online. Till now, there are still few results considering DMPC for consensus. Decentralized MPC based consensus schemes for first-order and second-order multi-agent systems were presented in [17] with sufficient conditions derived by exploiting the geometric properties of the optimal path. A fast consensus algorithm was proposed in [18] for the same class of multi-agent systems, where only a few pinned agents were equipped with the model predictive controllers. More recently, reference [19] proposed a DMPC based consensus algorithm for multi-agent systems with first-order dynamics, where not only the state but also the control input information need to be exchanged. As for general multi-agent systems with linear time invariant (LTI) dynamics, an iterative algorithm was proposed in [20] to reach the optimal consensus point by implementing the primal decomposition and incremental sub-gradient methods. A general DMPC framework for cooperative control of multi-agent systems was presented in [21], where the agents were required to optimize a local cost function in a sequential order. Moreover, a novel distributed receding horizon control algorithm was proposed in [22] for ensuring consensus under necessary and sufficient conditions.

Algorithms developed in [20], [21] required iterative or sequential communication and computation at each time step, which would be time-consuming and lead to heavy communication cost inevitably. Reference [22] overcame such defect, but could only achieve static consensus. Therefore, the first objective of this paper is to come up with a novel DMPC based consensus algorithm for general multi-agent systems with LTI dynamics, where iterative or sequential communication and computation at each time step can be avoided, as well as dynamic consensus remains achievable.

It is worth noting that existing DMPC based consensus algorithms [17]–[22] required each agent to solve a local optimization problem at each time step. Such a treatment would result in unnecessary communication cost and control updates. Hence, the second objective of this paper is to study the DMPC based consensus problem by introducing the self-
triggers a mechanism, where information transmissions and controller updates are executed at certain triggering time steps rather than at every time step. The next triggering time step is determined based on the information at the current triggering time step.

As an alternative to the periodic sampled-data control, event-triggered/self-triggered control is an effective approach in saving energy-consumption, and it has gained popularity in networked control systems [23] and many industrial applications, such as smart home temperature control systems [24] and smart grids [25]. Existing research on event-triggered and self-triggered consensus problems focused on multi-agent systems with single- or double-integrator dynamics [26]–[31] and on general multi-agent systems with LTI dynamics [32]–[36]. All these results were based on continuous-time systems, while this paper considers the self-triggered distributed model predictive consensus problem of discrete-time multi-agent systems. To the best of our knowledge, results on event- or self-triggered model predictive consensus are scarce. Specifically, event-triggered MPC [37]–[39] and self-triggered MPC [40] were developed for single agent with linear or nonlinear dynamics. References [41]–[43] considered event- and self-triggered MPC of distributed agents with nonlinear dynamics. However, they merely achieved ultimate boundedness properties. This serves another motive to study the self-triggered DMPC based consensus problem in this paper.

The main contribution of this paper is two-fold. 1) We propose a novel DMPC based consensus algorithm for multi-agent systems with general LTI dynamics. The agents only need to solve their respective local optimization problem synchronously once at each time step, so as to avoid the iterative or sequential communication and computation in [20], [21]. Besides, the proposed algorithm overcomes the limitation of [22] and achieves dynamic consensus, where the final consensus state can be time-varying or even divergent. 2) We further develop a self-triggered DMPC based consensus algorithm, which effectively reduces the communication cost and the energy consumption of control updates. Each agent solves a local MPC problem to optimize not only the control input but also the triggering interval. Similar idea can be found in [40]. Nevertheless, reference [40] proposed a centralized self-triggered MPC approach only. This study partially extends the result in [40] to distributed control of multi-agent systems.

The remainder of this paper is organized as follows. Preliminaries and problem formulation are presented in Section II. A DMPC based consensus algorithm is proposed in Section III, along with the corresponding feasibility and consensus analyses. Section IV presents a self-triggered DMPC based consensus algorithm, followed by the corresponding feasibility and consensus analyses. As two potential applications, synchronization of linear oscillators and platoon of vehicles are numerically studied in Section V to demonstrate the effectiveness and the advantages of the proposed distributed model predictive consensus algorithms. Finally, Section VI concludes the whole paper.

II. PRELIMINARIES AND PROBLEM FORMULATION

Mathematical notations used throughout this paper are defined as follows. Denote \( \mathbb{R} \) the set of real numbers, \( \mathbb{N} \triangleq \{0, 1, 2, \ldots\} \) and \( \mathbb{N}_+ \) the set of positive integers. \( \mathbb{R}^n \) denotes the set of \( n \)-dimensional real column vectors, and \( \mathbb{R}^{n \times m} \) the set of \( n \times m \)-dimensional real matrices. For \( A \in \mathbb{R}^{n \times n} \), \( A > 0 \) means \( A \) is positive definite, \( A^T \) denotes the transpose of \( A \), and \( \|A\| = \sqrt{\max_i \lambda_i(A^TA)} \). Given a column vector \( x \), the Euclidean norm of \( x \) is denoted by \( \|x\| = (x^T x)^{1/2} \). \( m,n \triangleq \{m,m+1,...,n\} \) with \( m \in \mathbb{N}, n \in \mathbb{N} \) and \( m < n \). The subscript \( i \) indicates that the variable is associated with the \( i \)th agent.

Consider a multi-agent system consisting of \( N \) agents with the \( i \)th agent dynamics described by the following discrete-time equation

\[
x_i(k+1) = Ax_i(k) + Bu_i(k),
\]

where \( x_i \in \mathbb{X}_i \subseteq \mathbb{R}^n \) is the state of agent \( i \), \( u_i \in \mathbb{U}_i \subseteq \mathbb{R}^m \) is the control input of agent \( i \), and \( (A,B) \in \mathbb{R}^{n \times n} \times \mathbb{R}^{n \times m} \). The state constraint set \( \mathbb{X}_i \) is assumed to be a closed set, and the input constraint set \( \mathbb{U}_i \) is assumed to be a compact set containing the origin in its interior.

The communication topology of multi-agent system (1) is denoted by a digraph \( G = (\mathcal{V}, \mathcal{A}) \) with a vertex set \( \mathcal{V} = \{1, 2, \ldots, N\} \), an edge set \( \mathcal{E} \subseteq \{(i,j) : i,j \in \mathcal{V}, j \neq i\} \) and an adjacency matrix \( \mathcal{A} = [a_{ij}] \in \mathbb{R}^{N \times N} \). If agent \( i \) can receive the information from agent \( j \), then \( a_{ij} = 1 \); otherwise, \( a_{ij} = 0 \). We assume there is no self-edge in \( G \). The neighbors of agent \( i \) are denoted by \( N_i = \{j \in \mathcal{V} : (i,j) \in \mathcal{E}\} \). The digraph \( G \) contains a directed spanning tree if and only if there exists a root vertex such that any other vertex of the digraph can be reached by at least one path starting from the root.

**Definition 1:** Multi-agent system (1) with a given communication topology \( G \) is said to achieve consensus if and only if \( \lim_{k \to +\infty} \|x_i(k) - x_j(k)\| = 0 \) for all \( i,j \in \{1, 2, \ldots, N\} \).

In this paper, we are going to design the control law \( u_i(k) \) for each agent \( i \) to achieve consensus by proposing a novel DMPC method, and further propose a self-triggered DMPC based consensus algorithm. Not that though we consider the discrete-time linear multi-agent system (1) only, the consensus problem of a continuous-time linear multi-agent system in a periodic sampled-data setting can also be solved by treating it as the consensus problem of (1) equivalently.

III. DISTRIBUTED MODEL PREDICTIVE CONSENSUS

In this section, we will propose a novel DMPC based consensus algorithm for multi-agent system (1) under a directed communication graph, and then present the feasibility and consensus analysis for the algorithm. We first make the following assumption.

**Assumption 1:** The matrix pair \((A,B)\) in (1) is controllable, and the digraph \( G \) contains a directed spanning tree.
A. DMPC Based Consensus Algorithm

Let the MPC cost function for agent $i$ at time step $k$ be
\[
J_i(x_i(k), \bar{x}_{-i}(k), u_i(k)) = \sum_{l=0}^{H-1} \left( \|x_i(k + l|k) - \bar{x}_{-i}(k + l|k)\| + \lambda \|u_i(k + l|k)\| \right) + V_i^f(k)
\]
where $H \geq 1$ is the prediction horizon, $u_i(k) = [u_i^T(k|k), u_i^T(k+1|k), \ldots, u_i^T(k+H-1|k)]^T$ the future control vector of agent $i$ to be determined, and $\lambda > 0$ the weight on the future control vector. Given $u_i(k)$ and state at the current step $k$, the predicted state at $k + l$, denoted by $x_i(k + l|k)$, can be iteratively computed from the following formula
\[
x_i(k + l|k) = Ax_i(k + l|k) + Bu_i(k + l|k).
\]

With $u_i$ being optimal control $u_i^*$, the corresponding predicted state is also optimal and denoted by $x^*(k + l|k)$. $\bar{x}_{-i}(k) = [\bar{x}_{-i}^T(k|k), \bar{x}_{-i}^T(k+1|k), \ldots, \bar{x}_{-i}^T(k+H|k)]^T$ denotes the averaged state trajectory of agent $i$’s neighbors with $x^*(k + l|k)$ represents the assumed state trajectory of agent $j$ at $k$, and it is obtained based on the optimal state trajectory of agent $j$ determined at the previous time step:
\[
x^j(k + l|k) = \begin{cases} x^j(k + l|k - 1), l \in \{0, H-1\}; & A\bar{x}^j(k + H-1|k - 1), l = H. \end{cases}
\]

\[
V_i^f(k) = F_i(x_i(k + H|k), \bar{x}_{-i}(k + H|k)) = \beta_i \|x_i(k + H|k) - \bar{x}_{-i}(k + H|k)\| \text{ is the terminal cost with } \beta_i > 0.
\]

Remark 1: The term $\|x_i(k + l|k) - \bar{x}_{-i}(k + l|k)\|$ in the MPC cost function (2) differs from the consensus term $\sum_{j \in N_i} a_{ij} \|x_j(k + l|k) - x_i(k + l|k)\|_2^2$ in [22] in two aspects: 1) the averaged state trajectory $\bar{x}_{-i}(k)$ is used as the reference trajectory rather than utilizing the static neighboring states $\{x_j(k)\}_{j \in N_i}$ over the whole prediction horizon; 2) the Euclidean norm is designed instead of the commonly used quadratic function. Such differences guarantee that all agents in (1) reach dynamic consensus and facilitate the consensus analysis, respectively.

Having defined the MPC cost function (2), each agent $i$ solves the following optimization problem $P_i$:
\[
u^*_i(k) = \arg \min_{u_i(k)} J_i(x_i(k), \bar{x}_{-i}(k), u_i(k))
\]
subject to
\[
x_i(k|k) = x_i(k),
\]
\[
x_i(k + l|k) \in X_i,
\]
\[
u_i(k + l|k) \in U_i,
\]
\[
\|x_i(k + l|k) - x^*_i(k + l|k)\| \leq \frac{\gamma}{H - 1} \min_{j \in N_i} \|x_j(k) - \bar{x}_{-j} - x^*_i(k + l|k)\|,
\]
\[
x_i(k + H|k) \in X_i^f(k)
\]
for any $l \in [0, H - 1]$.

The novelty of problem $P_i$ lies in constraints (8) and (9) with respect to the state prediction sequence, where $\gamma \in (0, 1)$. (8) enforces a degree of consistency between what an agent plans to do and what neighbors believe the agent will do. The terminal region $X_i^f(k)$ in (9) is defined as
\[
X_i^f(k) \triangleq \{x \in X_i \mid \|x - x^*_i(k + H|k)\| \leq (1 - \gamma)u/\beta_i \min_{j \in N_i} \|x_j(k) - \bar{x}_{-j}(k|k)\| \}
\]
with $u \in (0, 1)$. As a crucial element to establish stability, we make an assumption with respect to the terminal region and the terminal cost hereinafter. For the sake of notational simplicity, we first denote $b_i^l \triangleq x^*_i(k + l|k)$ and $\Delta b_i^l \triangleq - \sum_{j \in N_i} b^l_j/|N_i|, l = 1, H$ for all $i \in 1, N$.

Assumption 2: For an arbitrary time step $k$, there exists an auxiliary local controller $\bar{u}_i = \kappa_i(b^H_i, \{b_j^H\}_{j \in N_i}) \in U_i$ such that
\[
Ab_i^H + B\bar{u}_i \in X_i^f(k + 1),
\]
and
\[
F_i \left( \left( Ab_i^H + B\bar{u}_i, \sum_{j \in N_i} \frac{Ab_j^H}{|N_i|} \right) \right) - F_i \left( b_i^H, \sum_{j \in N_i} \frac{b_j^H}{|N_i|} \right) \leq - \|\Delta b_i^H\| - \lambda \|\bar{u}_i\|.
\]

In the following proposition, we design a linear controller of $\kappa_i(b^H_i, \{b_j^H\}_{j \in N_i})$, and derive sufficient conditions on the controller and $\beta_i$ to ensure Assumption 2.

Proposition 1: Let the auxiliary local controller be $\bar{u}_i = K_i \Delta b_i^H \in U_i$. If
\[
\| BK_i \Delta b_i^H \| \leq \frac{(1 - \gamma)u}{\beta_i} \min_{j \in N_i} \|\Delta b_j^H\| \leq (A + BK_i) \Delta b_i^H.
\]
\[
\beta_i(\|A + BK_i\| - 1) + 1 + \lambda \|K_i\| < 0,
\]
then Assumption 2 holds.

Proof: We easily obtain
\[
F_i \left( \left( Ab_i^H + B\bar{u}_i, \sum_{j \in N_i} \frac{Ab_j^H}{|N_i|} \right) \right) = \beta_i(\|A + BK_i\| \Delta b_i^H). \]

Inequality (12) directly implies that (10) in Assumption 2 holds. Then we have
\[
F_i \left( \left( Ab_i^H + B\bar{u}_i, \sum_{j \in N_i} \frac{Ab_j^H}{|N_i|} \right) \right) - F_i \left( b_i^H, \sum_{j \in N_i} \frac{b_j^H}{|N_i|} \right) + \|\Delta b_i^H\| + \lambda \|\bar{u}_i\|
\]
\[
= \beta_i(\|A + BK_i\| \Delta b_i^H) - \beta_i(\|\Delta b_i^H\| + \lambda \|\bar{u}_i\|)
\]
\[
\leq (\beta_i(\|A + BK_i\| - \beta_i + 1 + \lambda \|K_i\|)) \|\Delta b_i^H\| \leq 0.
\]

The first inequality follows from the compatibility of vector norms, and the last inequality from (13). Till now, inequality (11) in Assumption 2 is proved.

Remark 2: According to inequalities (12)-(13), $K_i$ and $\beta_i$ depend on time varying $\Delta b_i^H$ and $\Delta b_j^1, j \in N_i$, which requires
the design of \( K_i \) and \( \beta_i \) at each time step. However, it's inefficient in real implementation. Considering the fact that \( \| \Delta b_i^H \| \ll \| \Delta b_j^H \| \forall j \in N_i \), inequality (12) holds itself, and we can always find a sufficiently large \( \beta_i \) satisfying inequality (13) for a given \( \lambda \) if \( \| A + B K_i \| < 1 \).

The DMPC based consensus algorithm is specified as follows.

**Algorithm 1** (DMPC based consensus algorithm):

1. Initialization: Set \( k = 0 \). Each agent \( i \) transmits its state sequence \( \{ x_i^j(l) \}_{l=0}^H \) with \( x_i^j(l) = A^l x_i(0) \) to all \( j \in N_i \), and then receives \( \{ x_j^i(l) \}_{l=0}^H \) from all \( j \in N_i \). Each agent \( i \) solves problem \( P_i \) by removing constraints (8)-(9) to obtain \( u_i^*(0) \). Go to Step 3.
2. Each agent \( i \) solves problem \( P_i \) to obtain \( u_i^*(k) \).
3. Each agent \( i \) applies \( u_i(k) = u_i^*(k) \).
4. Each agent \( i \) transmits the optimal state trajectory \( \{ x_i^j(k+l) \}_{l=0}^H \) to all \( j \in N_i \), and then receives \( \{ x_j^i(k+l) \}_{l=0}^H \) from all \( j \in N_i \).
5. By using \( \bar{x}_i(k+1|k+1) = \sum_{j \in N_i} \bar{x}_j(k+1|k) / |N_i| \), each agent \( i \) transmits \( \| x_i(k+l|k) - \bar{x}_i(k+1|k+1) \| \) to all \( j \in N_i \), and then receives \( \| x_j^i(k+1|k) - \bar{x}_j(k+1|k+1) \| \) from all \( j \in N_i \).
6. Set \( k = k + 1 \), and go to Step 2.

Note that at the initialization step of Algorithm 1, each agent \( i \) solves problem \( P_i \) without constraints (8)-(9), by assuming that every neighbor applies zero control over the prediction horizon. A similar idea can be found in [14]. When \( k \geq 1 \), constraints (8)-(9) are enforced. For an arbitrary agent \( i \) without incoming neighbors, we let \( u_i^*(k+l|k) = 0 \) directly for all \( l \in [0, H-1] \) and all \( k \).

**Remark 3:** A key feature of the DMPC based consensus algorithm is that each agent only needs to solve problem \( P_i \) relying on the information of its own and its neighbors. Problem \( P_i \) can be reformulated as a standard form of second-order cone programs (SOCPs), which have been widely studied and readily solved by the interior-point method (see Chapter 11 of [44]) with good theoretical convergence properties and efficient computational performance. Furthermore, numerous recent contributions address the real-time implementation of interior-point method solvers for SOCPl on multiple platforms, such as an embedded conic solver (ECOS) proposed in [45] to solve SOCPl with hundreds of decision variables within 10 msecs. To better apply the state-of-the-art SOCPl solvers in the DMPC based consensus algorithm, we will mainly focus on the reformulation of problem \( P_i \) as an SOCP in this paper.

In the remainder part of this subsection, we show how to reformulate problem \( P_i \) as a standard form of SOCPs. Problem \( P_i \) is a constrained problem of minimizing a sum of Euclidean norms, which can be recast in the following canonical form

\[
\min_{\mathbf{u}_i \in \mathbb{R}^n} \sum_{l=1}^{2H} \| C_l \mathbf{u}_i + d_l \| \quad (14)
\]

subject to

\[
\| E_l \mathbf{u}_i + f_l \| \leq g_l, l = 1, 2, \ldots, (n + m + 1)H, \quad (15)
\]

where \( \| C_l \mathbf{u}_i + d_l \| \) with \( l = 1, \ldots, H \) and \( l = H + 1, \ldots, 2H \) correspond to the terms w.r.t. \( x \) and \( u \) respectively in (2) such that \( C_l \in \mathbb{R}^{n \times H_m}, d_l \in \mathbb{R}^n \) for \( l = 1, \ldots, H \) and \( C_l \in \mathbb{R}^{m \times H_m}, d_l \in \mathbb{R}^m \) for \( l = H + 1, \ldots, 2H \), \( E_l \in \mathbb{R}^{n \times H_m} \), \( f_l \in \mathbb{R}^m \), and \( g_l \in \mathbb{R} \). Constraints (6) and (7) can be easily recast in \( nH \) and \( mH \) inequalities of (15) respectively, and constraints (8)-(9) are recast in \( H \) inequalities of (15). Note that the objective function is not differentiable at any point \( u_i \) when \( C_l \mathbf{u}_i + d_l = 0 \). Then we transform problem (14)-(15) into the following SOCP by introducing new variable \( t \in \mathbb{R}^{2H} \):

\[
\min_\mathbf{u}_i t^T t \quad (16)
\]

subject to

\[
\| C_l \mathbf{u}_i + d_l \| \leq c_l^T t, l = 1, \ldots, 2H \quad (17)
\]

\[
\| C_l \mathbf{u}_i + f_l \| \leq g_l, l = 1, 2, \ldots, (n + m + 1)H, \quad (18)
\]

where \( \mathbf{1} \) is a column vector with all entries equal to 1, and \( c_l \in \mathbb{R}^{2H} \) is with all zero entries except the \( l \)-th equal to 1. By putting \( \mathbf{u}_i \) and \( t \) in a concatenated vector, we can easily write problem (16)-(18) into a standard form of SOCPs (see Chapter 4 of [44]) such that the interior-point method can be applied.

**B. Feasibility and Consensus Analysis**

Before the consensus analysis of Algorithm 1, we prove its iterative feasibility by the induction principle in the following lemma.

**Lemma 1:** For each agent \( i \) in multi-agent system (1), if problem \( P_i \) is feasible at time step \( k \), then it is feasible at time step \( k + 1 \) for all \( k \geq 0 \).

**Proof:** Define

\[
\bar{u}_i(k + 1) = [u_i^T(k + 1|k), \ldots, u_i^T(k + H - 1|k), \bar{u}_i^T]^T \quad (19)
\]

with \( \bar{u}_i = \kappa_i \{ b_i^H, \{ b_j^H \}_{j \in N_i} \} \) satisfying Assumption 2. Then \( x_i(k+l|k+1) \) rendered by \( \bar{u}_i(k + 1) \) is equal to \( x_i^*(k+l|k) \) for all \( l \in [1, H] \) such that (6)-(8) is easily fulfilled, and (9) is also fulfilled due to (10). Then we conclude that \( \bar{u}_i(k + 1) \) is a feasible solution of problem \( P_i \) at time step \( k + 1 \).

Let \( x = [x_1^T, x_2^T, \ldots, x_N^T]^T \), and define \( X_0 \subseteq \mathbb{R}^{nN} \) as the set of all states for which a feasible solution can be found in step 1 of Algorithm 1. Then according to Lemma 1, we are ready to present the feasibility result in the following theorem whose proof is omitted for want of space.

**Theorem 1:** The DMPC based consensus algorithm (Algorithm 1) is feasible if the initial state \( x(0) \in X_0 \) and Assumption 2 holds.

We are now in a position to state the main result.

**Theorem 2:** Consider multi-agent system (1) with communication topology \( G \). Under Algorithm 1, system (1) reaches consensus asymptotically if the initial state \( x(0) \in X_0 \) and Assumptions 1-2 hold.

**Proof:** Denote

\[
J_i^\star(k) = \min_{u_i(k)} J_i(x_i(k), \bar{x}_{-i}(k), u_i(k)), \quad (20)
\]

and

\[
\bar{J}_i(k + 1) = J_i(x_i(k + 1), \bar{x}_{-i}(k + 1), \bar{u}_i(k + 1)) \quad (21)
\]
with \( u_i(k+1) \) defined in (19). Following the arguments in the proof of Lemma 1, \( u_i(k+1) \) is a feasible solution of problem \( P_i \) at time step \( k+1 \). Then we have

\[
\begin{align*}
J_i^*(k+1) - J_i^*(k) & = \sum_{l=1}^{H-1} \left( \|x_i^*(k+l|k) - \bar{x}_{i}(k+l|k)\| \\
& \quad - \|x_i^*(k+l|k) - \bar{x}_{i}(k+l|k)\| \right) \\
& \quad - \|x_i(k) - \bar{x}_{i}(k)\| - \lambda \|u_i^*(k)\| \\
& \quad + \|x_i^*(k+H|k) - \bar{x}_{i}(k+H|k+1)\| \\
& \quad + \lambda \|\bar{u}_i\| + V_i^f(k+1) - V_i^f(k)
\end{align*}
\]

(20)

Therein,

\[
\begin{align*}
V_i^f(k+1) - V_i^f(k) & \leq F_i \left( A_i H + B_i \bar{u}_i, \sum_{j \in N_i} A_j H \right) - F_i \left( b_i H, \sum_{j \in N_i} b_j H \right) \\
& \quad + \beta_i \left( \sum_{j \in N_i} x_j^*(k+H|k) - x_j^*(k+H|k) \right) \\
& \quad \leq - \|x_i^*(k+H|k) - \bar{x}_{i}(k+H|k+1)\| \\
& \quad \leq - \|x_i^*(k+H|k) - \bar{x}_{i}(k+H|k+1)\| \\
& \quad \leq - \|x_i^*(k+H|k) - \bar{x}_{i}(k+H|k+1)\| \\
& \quad \leq \lambda \|\bar{u}_i\| + (1 - \gamma) v \|x_i(k) - \bar{x}_{i}(k)\|,
\end{align*}
\]

(21)

the first inequality of which follows from the triangle inequality of vector norms, the second inequality from (11), and the last inequality from (9).

For \( l \in \{1, H-1\} \),

\[
\|x_i^*(k+l|k) - \bar{x}_{i}(k+l|k+1)\| \\
\|x_i^*(k+l|k) - \bar{x}_{i}(k+l|k+1)\| \\
\|x_i^*(k+l|k) - \bar{x}_{i}(k+l|k+1)\| \\
\leq \|x_i^*(k+l|k) - \bar{x}_{i}(k+l|k+1)\| \\
\leq \|x_i^*(k+l|k) - \bar{x}_{i}(k+l|k+1)\| \\
\leq \|x_i^*(k+l|k) - \bar{x}_{i}(k+l|k)\| \\
\leq \gamma \frac{H-1}{H} \|x_i(k) - \bar{x}_{i}(k)\|. 
\]

The first inequality follows from the triangle inequality, and the last inequality follows from (8). Therefore,

\[
J_i^*(k+1) - J_i^*(k) \leq -(1 - \gamma) (1 - v) \|x_i(k) - \bar{x}_{i}(k)\| - \lambda \|u_i^*(k)\|,
\]

which, combined with \( J_i^*(k) \geq 0 \) for any \( k \), gives that \( \lim_{k \to \infty} \|x_i(k) - \bar{x}_{i}(k)\| = 0 \) and \( \lim_{k \to \infty} \|u_i^*(k)\| = 0 \) for all \( i \) according to LaSalle’s invariance principle [46]. Since \( \bar{x}_{i}(k) = \sum_{j \in N_i} x_j(k)|N_i| = \sum_{j \in N_i} x_j(k)/|N_i| \), we obtain \( \lim_{k \to \infty} \|x_i(k) - \bar{x}_{i}(k)\| = \sum_{j \in N_i} x_j(k)/|N_i| = 0 \) for all \( i \), which further implies that consensus is reached when \( G \) contains a directed spanning tree.

IV. DISTRIBUTED MODEL PREDICTIVE CONSENSUS WITH SELF-TRIGGERED MECHANISM

This section investigates the distributed model predictive consensus problem with self-triggered mechanism in order to reduce communication cost and energy consumption of control updates. We propose a self-triggered DMPC based consensus algorithm with control inputs and triggering times steps jointly determined.

A. Self-triggered DMPC Based Consensus Algorithm

Let \( k_i^l \) denote the \( l \)th triggering time step of agent \( i \) with \( l \in [0, +\infty) \). The triggering interval \( h_i^l = k_i^{l+1} - k_i^l \) satisfies \( h_i^l \in [1, p] \) with \( p \geq 1 \) denoting the maximum allowable interval. Let the MPC cost function for agent \( i \) at triggering time step \( k_i^1 \) be defined by

\[
J_i(x_i(k_i^1), \bar{x}_{-i}(k_i^1), u_i(k_i^1), h_i^1)
\]

\[
= x_i(k_i^1) - \bar{x}_{-i}(k_i^1) + \lambda \|u_i(k_i^1)\| \\
+ \sum_{q=0}^{r-1} \|x_i(k_i^1 + q \cdot h_i^1) - \bar{x}_{-i}(k_i^1 + q \cdot h_i^1)\| + V_i^f(k_i^1) + \frac{\alpha}{h_i^1}
\]

(22)

where \( r \in \mathbb{N}_+ \), \( h_i^1 + r \cdot p \) is the prediction horizon denoted by \( H_i^1 \), and \( u_i(k_i^1) = [u_i^1(k_i^1), ..., u_i^q(k_i^1)]^T \) is the future control vector of agent \( i \) to be determined. Control \( u_i \) is piecewise, i.e.,

\[
\begin{align*}
& u_i(k_i^1) = u_i(k_i^1 + 1) = \ldots = u_i(k_i^1 + h_i^1 - 1)K_j^1; \\
& u_i(k_i^1 + h_i^1 + j \cdot p) = u_i(k_i^1 + h_i^1 + j \cdot p + 1)K_j^1; \ldots \ldots \\
& u_i(k_i^1 + h_i^1 + j \cdot p + p - 1)K_j^1, j \in [0, r - 1]
\end{align*}
\]

(23)

which is also illustrated in Fig. 1. \( x_i(k_i^1 + q)K_j^1 \) denotes agent \( i \)'s state prediction of future step \( k_i^l + q \) at time step \( k_i^l \), \( x_i(k_i^1 + q + 1)K_j^1 \) = \( Ax_i(k_i^1 + q)K_j^1 + Bu_i(k_i^1 + q)K_j^1 \), \( \bar{x}_{-i}(k_i^1) \) = \( [x_i(k_i^1), ..., x_i(k_i^1 + r + 2p)]^T \) denotes the averaged state trajectory of agent \( i \)'s neighbors with

\[
\bar{x}_{-i}(k_i^1 + q)K_j^1 = \sum_{j \in N_i} x_j^q(k_i^1 + q)K_j^1/|N_i|.
\]

(24)

\( x_i^q(k_i^1 + q)K_j^1 \) represents the assumed state trajectory of agent \( j \), \( j \in N_i \cup \{i\} \) by agent \( i \) at \( k_i^1 \), and it is obtained based on the optimal state trajectory of agent \( j \) determined at its latest triggering time step \( \Gamma_j(k_i^1) < k_i^1 \):

\[
\begin{align*}
x_i^q(k_i^1 + q)K_j^1 & = \left\{ \begin{array}{l l}
\gamma x_i^q(k_i^1 + q)K_j^1, q \in [0, r - p]; \\
A x_i^q(k_i^1 + q - 1)K_j^1, q \in [r - p + 1, r + 2p).
\end{array} \right.
\end{align*}
\]

(25)

\( V_i^f(k_i^1) = F_i(x_i(k_i^1 + H_i^1 K_j^1), \bar{x}_{-i}(k_i^1 + H_i^1 K_j^1)) = \beta_i \|x_i(k_i^1 + H_i^1 K_j^1) - \bar{x}_{-i}(k_i^1 + H_i^1 K_j^1)\| \) is the terminal cost with \( \beta_i > 0 \) a design variable that is used to trade off the cost of sampling against the cost of control. Similar idea is employed in [40].

Denote \( B(p) = \sum_{q=0}^{r-1} A^q B \) and \( A(p) = A^p + B(p) K_i \). Then we make the following assumption.

Assumption 3: The matrix pair \( (A(p), B(p)) \) is controllable, and the digraph \( G \) contains a directed spanning tree.
Given the MPC cost function (22), each agent solves the following optimization problem $\mathcal{SP}_i$:

$$
\{ \mathbf{u}_i^*(k_t), h_i^* \} = \arg\min_{\mathbf{u}_i(k_t), h_i} J_i \left( x_i(k_t), \mathbf{x}_i(k_t), \mathbf{x}_i(k_t), h_i \right) 
$$

subject to (23) and

$$
\begin{align*}
&x_i(k_t) = x_i(k_t), \\
&x_i(k_t) + h_i + q \cdot p[k_t] = x_i(k_t), \\
&u_i(k_t), u_i(k_t) + h_i + q \cdot p[k_t] \in U_i, \\
&\|x_i(k_t) + h_i + q \cdot p[k_t] - x_i(k_t) + h_i + q \cdot p[k_t]\| \\
&\leq \gamma \min_{j \in N_i} \|x_j(\Gamma_j(k_t)) - \bar{x}_j(\Gamma_j(k_t)\Gamma_j(k_t))\|, \\
&x_i(k_t) + h_i \in \mathcal{X}_i^f(k_t)
\end{align*}
$$

for any $q \in [0, r - 1]$.

The terminal region $\mathcal{X}_i^f(k_t)$ in (31) is defined as

$$
\mathcal{X}_i^f(k_t) \triangleq \{ x \in \mathcal{X}_i | \|x - x_i^0(k_t) + H_i^f(k_t)\| \leq (1 - \gamma) v/\beta_i \min_{j \in N_i} \|x_j(\Gamma_j(k_t)) - \bar{x}_j(\Gamma_j(k_t)\Gamma_j(k_t))\| \}
$$

with $\gamma \in (0, 1)$ and $v \in (0, 1)$. Before giving the following assumption with respect to $V_i^f(k_t)$ and $\mathcal{X}_i^f(k_t)$, we first denote $b_i \triangleq x_i(k_t) + h_i$, $b_i \triangleq x_i(k_t) + H_i^f[k_t]$, $b_i \triangleq x_i(k_t) + H_i^f[k_t]$, $j \in N_i$, $\Delta b_i \triangleq b_i - \sum_{j \in N_i} b_{ij}/|N_i|$ and $c_j \triangleq x_j(\Gamma_j(k_t)) - \bar{x}_j(\Gamma_j(k_t+1)) - \bar{x}_j(\Gamma_j(k_t+1))$ for all $i \in I$ and all $j \in N_i$.

Assumption 4: For an arbitrary triggering time step $k_t$, there exists an auxiliary local controller $\bar{u}_i = k_i(b_i, \{b_{ij}\}_{j \in N_i}) \in U_i$ such that

$$
A^p b_i + B(p) \bar{u}_i \in \mathcal{X}_i^f(k_t+1),
$$

and

$$
F_i \left( A^p b_i + B(p) \bar{u}_i, \sum_{j \in N_i} A^p b_{ij} / |N_i| \right) - F_i \left( b_i, \sum_{j \in N_i} b_{ij} / |N_i| \right) \\
\leq -\|\Delta b_i\| - \lambda \|\bar{u}_i\|.
$$

Similar as Proposition 1, we design a linear controller of $k_i(b_i, \{b_{ij}\}_{j \in N_i})$ in the following proposition to validate Assumption 4.

Proposition 2: Let the auxiliary local controller be $\bar{u}_i = K_i \Delta b_i \in U_i$. If

$$
\|B(p) K_i \Delta b_i\| \leq \frac{(1 - \gamma) v}{\beta_i} \min_{j \in N_i} \|c_j\|
$$

and

$$
\beta_i \left( \|A(p)\| - 1 \right) + 1 + \lambda \|K_i\| < 0,
$$

then Assumption 4 holds.

Proof: Inequality (34) directly implies that (32) in Assumption 4 holds. We easily obtain that $A^p b_i + B(p) \bar{u}_i = \sum_{j \in N_i} A^p b_{ij} / |N_i| = A^p \Delta b_i$. Then

$$
F_i \left( A^p b_i + B(p) \bar{u}_i, \sum_{j \in N_i} A^p b_{ij} / |N_i| \right) - F_i \left( b_i, \sum_{j \in N_i} b_{ij} / |N_i| \right) \\
+ \|\Delta b_i\| - \lambda \|\bar{u}_i\| \\
\leq \beta_i \|A^p \Delta b_i\| - \beta_i \|\Delta b_i\| + \|\Delta b_i\| + \lambda \|\bar{u}_i\| \\
\leq \left( \beta_i \|A^p\| - \beta_i + 1 + \lambda \|K_i\| \right) \|\Delta b_i\| \\
\leq 0.
$$

The last inequality follows from (35). Till now, inequality (33) is proved.

Remark 4: According to inequalities (34)-(35), $K_i$ and $\beta_i$ depend on time varying $\Delta b_i$ and $c_{ij}, j \in N_i$, which requires the design of $K_i$ and $\beta_i$ at each triggering time step. However, it’s inefficient in real implementation. Considering the fact that $\|\Delta b_i\| \ll \|c_j\|, \forall j \in N_i$, inequality (34) holds itself, and we can always find a sufficiently large $\beta_i$ satisfying inequality (35) for a given $\lambda$ if $\|A^p + B(p) K_i\| < 1$.

The self-triggered DMPC based consensus algorithm for agent $i$ is specified as follows.

Algorithm 2 (self-triggered DMPC based consensus algorithm for agent $i$):

1) Initialization: Each agent $i$ set $k = 0$ as the first triggering time step, i.e., $k_1 = 0$ with $l = 0$. Each agent $i$ transmits its state sequence $\{x_i^p(q)\}_{q=0}^{p}$ with $x_i^p(q(0)) = A^p x_i(0)$ to all $j \in N_i$, and then receives $\{x_j^p(q)\}_{q=0}^{p}$ from all $j \in N_i$. Each agent $i$ solves problem $\mathcal{SP}_i$ by removing constraints (30)-(31) to obtain $h_i^* \text{ and } u_i^*(k_1)$. Go to Step 3).

2) Agent $i$ solves problem $\mathcal{SP}_i$ to obtain $h_i^*$ and $u_i^*(k_1)$.

3) Agent $i$ transmits $\|x_i(k_1) - \bar{x}_i(k_1)\| \text{ and } \{x_j^p(k_1) + q[k_j])\}_{q=0}^{p+1}$ and the optimal state trajectory $\{x_i^p(k_1) + q[k_j])\}_{q=0}^{p+1}$ to all $j \in N_i$.

4) Agent $i$ applies $u_i(k) = u_i^*(k_1)$.

5) Set $k = k + 1$, and check whether $k = k_1 = h_i^* \text{ or not. If}$ $k = k_1 = h_i^*, \text{ set } l = l + 1 \text{ and go to Step 2); otherwise, go to step 4).}$

Similar as Algorithm 1, we let $u_i^*(k_1 + l[k_1]) = 0, \forall l \in [0, r - p + p - 1], \forall k$ directly for any arbitrary agent $i$ without incoming neighbors.

Remark 5: To solve problem $\mathcal{SP}_i$, we may solve

$$
\min_{\mathbf{u}_i(k_t)} J_i(x_i(k_t), \mathbf{x}_i(k_t), \mathbf{x}_i(k_t), h_i)
$$

subject to (23) and (27)-(31), by assuming $h_i^* = 1, 2, ..., p$, and then obtain $h_i^*$ which gives the lowest value of the cost. The computation method to solve (36) is the same as that to solve problem $P_i$, which has been described in Remark 3. From this point of view, the self-triggered DMPC based consensus algorithm reduces the communication and control updating.
times at the cost of increased computational complexity. It would be still interesting to develop more efficient methods to solve problem $\mathcal{SP}_i$ in our future research. A possible alternative is to establish the connection between problem $\mathcal{SP}_i$ and mixed-integer second-order cone program (MISOCP), which is readily solved by combining existing solution methods for SOCPs with extensions of mixed-integer linear or nonlinear programming methods (see [47]).

B. Feasibility and Consensus Analysis

Before presenting the consensus analysis of the self-triggered DMPC based consensus algorithm (Algorithm 2), we prove its iterative feasibility by the induction principle in the following lemma.

Lemma 2: For each agent $i$ in multi-agent system (1) under Assumption 4, if Problem $\mathcal{SP}_i$ is feasible at time step $k_i^+$, then it is feasible at time step $k_i^+$ for all $l \geq 0$.

Proof: Define

$$
\bar{u}_i(k_i^+, l) = \alpha u_i^T(k_i^+, 1) + \gamma_i, \quad \bar{u}_i^T(k_i^+, l + 1) = \bar{u}_i^T(k_i^+, l) + r \cdot p - 1(k_i^+, l),
$$

where $\alpha$ is a feasible solution of $\mathcal{SP}_i$. Then $\bar{u}_i(k_i^+, l) = \alpha u_i^T(k_i^+, 1)$ is equal to $\bar{u}_i^T(k_i^+, l + 1)$ for all $\alpha \in \mathbb{R}_+, r$. Constraints (23) and (28)-(29) are satisfied. We also obtain $x_i^*(k_i^+, l + 1) = x_i^*(k_i^+, l)$ such that (30) with $\alpha \in \mathbb{R}_+, r$ is satisfied. Besides, (32) directly gives that $x_i^*(k_i^+, l + 1)$ satisfies (31). Then we conclude that $\{\bar{u}_i(k_i^+, l), p\}$ is a feasible solution of problem $\mathcal{SP}_i$ at time step $k_i^+$.

Define $\mathcal{X}_0 \subseteq \mathbb{R}^{nN}$ as the set of all states for which a feasible solution can be found in step 1) of Algorithm 2. Then according to Lemma 2, we are ready to present the feasibility result in the following theorem with proof omitted.

Theorem 3: The self-triggered DMPC based consensus algorithm (Algorithm 2) is feasible if the initial state $x(0) \in \mathcal{X}_0$ and Assumptions 4 holds.

The main result concerning the self-triggered DMPC based consensus algorithm is carried out in the following theorem.

Theorem 4: Consider multi-agent system (1) with communication topology $G$. Under Algorithm 2, system (1) reaches consensus asymptotically with $\lim_{i \to \infty} h_i^+ = p$ if the initial state $x(0) \in \mathcal{X}_0$ and Assumptions 3-4 hold.

Proof: Denote

$$
J_i^*(k_i^+) = \min_{u_i(k_i^+, 1)} J_i(x_i(k_i^+), x_i(k_i^+), u_i(k_i^+, 1), h_i^+),
$$

and

$$
\tilde{J}_i(k_i^+, l) = J_i(x_i(k_i^+, 1) + \bar{x}_i(k_i^+, 1), \bar{u}_i(k_i^+, l), h_i^+),
$$

where $\bar{u}_i(k_i^+, l)$ defined in (37). Following the arguments in the proof of Lemma 2, $\{\bar{u}_i(k_i^+, l), p\}$ is a feasible solution of problem $\mathcal{SP}_i$ at time step $k_i^+$.

$$
J_i^*(k_i^+, l) - J_i^*(k_i^+) \leq \tilde{J}_i(k_i^+, l) - J_i^*(k_i^+) = \sum_{q=0}^{r-1} \left( ||x_i^*(k_i^+ + q \cdot p(k_i^+)) - \bar{x}_i(k_i^+ + q \cdot p(k_i^+))||
\right)
= \sum_{q=0}^{r-1} \left( -||x_i^*(k_i^+ + q \cdot p(k_i^+)) - \bar{x}_i(k_i^+ + q \cdot p(k_i^+))||
\right)
= \sum_{q=0}^{r-1} \left( ||x_i^*(k_i^+) - \bar{x}_i(k_i^+) + \lambda u_i^*(k_i^+)|| + \alpha \frac{\alpha}{p} \frac{\alpha}{h_i^+}
\right)
$$

(38)

Therein,

$$
V_i^f(k_i^+, l) - V_i^f(k_i^+),
$$

$$
\leq \alpha - (1 - \gamma)(1 - v)||x_i(k_i^+ - \bar{x}_i(k_i^+)|| + \lambda \frac{\alpha}{p} \frac{\alpha}{h_i^+},
$$

where the last inequality is due to (36). Therefore,

$$
J_i^*(k_i^+, l) - J_i^*(k_i^+) \leq - (1 - \gamma)(1 - v)||x_i(k_i^+ - \bar{x}_i(k_i^+)|| + \lambda \frac{\alpha}{p} \frac{\alpha}{h_i^+},
$$

which, combined with $J_i^*(k_i^+) \geq 0$ for all $l$, gives that $\lim_{i \to \infty} h_i^+ = p$, $\lim_{i \to \infty} ||x_i(k_i^+ - \bar{x}_i(k_i^+)|| = 0$ and $\lim_{i \to \infty} ||u_i^*(k_i^+)|| = 0$ for all $i$ according to LaSalle’s invariance principle [46]. Therefore, it follows that the triggering interval converges to $p$ and consensus is reached asymptotically when $G$ contains a directed spanning tree.
section to demonstrate the effectiveness of the DMPC based consensus algorithm (Algorithm 1) and the self-triggered DMPC based consensus algorithm (Algorithm 2). Throughout the simulation examples, we use ‘fmincon’ function based on the interior-point method in the MATLAB toolbox to solve problems $P_i$ and $SP_i$ in Algorithms 1 and 2 respectively.

**Example 1:** Consider a network of 5 identical linear oscillators with interconnection topology shown in Fig. 2. The dynamics of oscillator $i$ is given by (1) with $A = [0.9762 0.2169 0; -0.2169 0.9762 0; 0 0.9762 0.2169]$ and $B = [1 0; 0 1; 0 1]$. The state and input constraint sets for each $i$ are $\mathcal{X}_i = \{x \in \mathbb{R}^3 | \|x_j\| \leq 18, j = 1, 2, 3\}$ and $\mathcal{U}_i = \{u \in \mathbb{R}^2 | |u_j| \leq 10, j = 1, 2\}$ respectively. The initial states of all oscillator are randomly chosen from the uniform distributions on $[-10, 10]^3$. We first visualize the performance of the DMPC based consensus algorithm with $H = 3$, $\lambda = 0.01$, $\gamma = 0.6$, $v = 0.9$ and $\beta_i = 3$ for all $i$. Note that $K_i$ in (13) could be set as $[-0.8970 -0.2002 -0.0015; 0.1058 -0.9329 -0.1002]$ such that (13) is satisfied. State trajectories of the agents are shown in Fig. 3, where $x_1$, $x_2$ and $x_3$ correspond to the first, second and third dimension of states, respectively. It reveals that dynamic consensus is achieved. Then we assume the oscillators apply the self-triggered DMPC based consensus algorithm (Algorithm 2) with $\alpha = 2$, $r = 1$, $p = 3$, $\lambda = 0.01$, $\gamma = 0.6$, $v = 0.9$ and $\beta_i = 3$ for all $i$. We also notice that $K_i$ in (35) could be set as $[-0.3024 -0.1404 0.0001; 0.1273 -0.3255 -0.0017]$ such that (35) is satisfied. State trajectories of the agents are shown in Fig. 4. It reveals that dynamic consensus is achieved, and the convergence speed is comparable to that in Fig. 3. Furthermore, Fig. 5 shows the triggering time instants of the oscillators with the triggering intervals converging to 3, and the total number of triggering instants is 175. In contrast to the DMPC based consensus algorithm (Algorithm 1) with 300 triggering time instants, the self-triggered DMPC based consensus algorithm (Algorithm 2) reduces the number of triggering time instants significantly, although the computation complexity is increased.

**Example 2:** Consider a group of 5 vehicles moving along a single lane with information transmission flow shown in Fig. 6. The dynamics of each vehicle [7] is described by

\[
\begin{cases}
\dot{r}_i(t) = v_i(t) \\
v_i(t) = \frac{1}{M_i} u_i(t)
\end{cases}
\]

where $r_i \in \mathbb{R}$ and $v_i \in \mathbb{R}$ are the position and velocity of vehicle $i$ respectively, $M_i > 0$ is the mass of vehicle $i$, and $u_i \in \mathbb{R}$ is the control input of vehicle $i$. The velocity constraint is $0 \text{ m/s} \leq v_i \leq 10 \text{ m/s}$, and the input constraint is $|u_i| \leq 10 \text{ N}$ for all $i$. In order to effectively improve traffic safety and efficiency, the platooning of vehicles is to maintain a desired inter-vehicle spacing policy with a common velocity, i.e., $r_i(t) - h_i = r_j(t) - h_j$ and $v_i(t) = v_j(t)$ for all $i$ and $j$ as $t \to \infty$, where $h_i - h_j$ denotes the desired constant spacing between vehicle $i$ and $j$.

![Fig. 2. Interconnection topology of the oscillators in Example 1.](image)

As mentioned in Section II, a continuous-time linear multi-agent system in a periodic sampled-data setting can be transformed into discrete-time system (1) equivalently. We assume the sampled-data control is applied to system (39) with the sampling period equal to 1 s, let $M_i = 1$ kg for all $i$, and denote $x_i = [r_i - h_i; v_i]$. Then the platooning of system (39) can be solved by treating it as the consensus problem of discrete-time system (1) with $A = [1 \ 1; \ 0 \ 1]$ and $B = [0.5; 1]$. Assume the initial positions of vehicles are $r_1 = 0 \text{ m}$, $r_2 = -40 \text{ m}$, $r_3 = -50 \text{ m}$, $r_4 = -100 \text{ m}$, $r_5 = -140 \text{ m}$, and the initial velocities of vehicles are $v_1 = 2.9 \text{ m/s}$, $v_2 = 4.7 \text{ m/s}$, $v_3 = 1.3 \text{ m/s}$, $v_4 = 2 \text{ m/s}$, $v_5 = 5 \text{ m/s}$. Set $h_1 = 0 \text{ m}$, $h_2 = -20 \text{ m}$, $h_3 = -40 \text{ m}$, $h_4 = -60 \text{ m}$, $h_5 = -80 \text{ m}$. We first visualize the performance of the DMPC based consensus algorithm with $H = 3$, $\lambda = 0.01$, $\gamma = 0.6$, $v = 0.9$ and $\beta_i = 3$ for all $i$. Note that $K_i$ in (13) could be set as $[-0.6167 -1.2703]$ such that (13) is satisfied. Position and velocity trajectories of the vehicles are shown in Fig. 7, revealing that the desired inter-vehicle spacing policy with a common velocity is achieved. Then we assume the vehicles apply the self-triggered DMPC based consensus algorithm (Algorithm 2) with $\alpha = 2$, $r = 2$, $p = 4$, $\lambda = 0.01$, $\gamma = 0.6$, $v = 0.9$ and $\beta_i = 3$ for all $i$. We also notice that $K_i$ in (35) could be set as

![Fig. 3. State trajectories of the oscillators under the DMPC based consensus algorithm (Algorithm 1).](image)

![Fig. 4. State trajectories of the oscillators under the self-triggered DMPC based consensus algorithm (Algorithm 2).](image)
such that (35) is satisfied. Position and velocity trajectories of the vehicles are shown in Fig. 8, and it also reveals that the desired inter-vehicle spacing policy with a common velocity is achieved. Furthermore, Fig. 9 shows the triggering time instants of the vehicles with the triggering intervals converging to 4 s, the total number of which is 151. In contrast to the DMPC based consensus algorithm (Algorithm 1) with 300 triggering time instants, the number of triggering time instants determined by the self-triggered DMPC based consensus algorithm (Algorithm 2) is significantly reduced at the expense of increased computational complexity.

DMPC based consensus algorithm, in which each agent needs to obtain its neighbors’ predicted state sequences once to update its control input at each time step. Then we have presented a self-triggered DMPC based consensus algorithm, where the triggering interval is optimized together with the control input, and the information transmissions and control updates are executed at triggering time steps only. Both algorithms have been proved to be feasible and to drive the agents to achieve dynamic consensus. Two numerical examples have also been provided to validate the proposed algorithms. In contrast to the DMPC based consensus algorithm, the self-triggered DMPC based consensus algorithm can significantly reduce the information transmission and control update times without deteriorating the performance. An important and pressing topic for future research is to further investigate the self-triggered DMPC based consensus problem in heterogeneous multi-agent systems with disturbances.

VI. CONCLUSION

In this paper, we have studied the self-triggered DMPC based consensus problem in general linear discrete-time multi-agent systems with LTI dynamics. We have firstly proposed a