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Abstract
This paper proposes innovative anomaly detection technologies for manufacturing systems.
We combine the event ordering relationship based structuring technique and the deep neural
networks to develop the structured neural networks for anomaly detection. The event order-
ing relationship based neural network structuring process is performed before neural network
training process and determines important neuron connections and weight initialization. It
reduces the complexity of the neural networks and can improve anomaly detection accuracy.
The structured time delay neural network (TDNN) is introduced for anomaly detection via
supervised learning. To detect anomaly through unsupervised learning, we propose the struc-
tured autoencoder. The proposed structured neural networks outperform the unstructured
neural networks in terms of anomaly detection accuracy and can reduce test error by 20%.
Compared with popular methods such as one-class SVM, decision trees, and distance-based
algorithms, our structured neural networks can reduce anomaly detection misclassification
error by as much as 64%.
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Abstract—This paper proposes innovative anomaly detec-
tion technologies for manufacturing systems. We com-
bine the event ordering relationship based structuring
technique and the deep neural networks to develop the
structured neural networks for anomaly detection. The
event ordering relationship based neural network struc-
turing process is performed before neural network training
process and determines important neuron connections and
weight initialization. It reduces the complexity of the neu-
ral networks and can improve anomaly detection accuracy.
The structured time delay neural network (TDNN) is
introduced for anomaly detection via supervised learn-
ing. To detect anomaly through unsupervised learning,
we propose the structured autoencoder. The proposed
structured neural networks outperform the unstructured
neural networks in terms of anomaly detection accuracy
and can reduce test error by 20%. Compared with pop-
ular methods such as one-class SVM, decision trees, and
distance-based algorithms, our structured neural networks
can reduce anomaly detection misclassification error by as
much as 64%.
Keywords—Anomaly detection, manufacturing system, ma-
chine learning, time delay neural network, autoencoder.

I. INTRODUCTION
In manufacturing systems, reducing downtime is criti-
cal. Anomaly detection enables predictive maintenance
for downtime reduction. Machine learning has been
recently applied to detect anomaly in manufacturing
processes. Using machine learning, the collected data
can be utilized in an automatic learning system, where
the specialties of the data can be learned through train-
ing. The trained model can detect anomaly in real time
data to realize predictive maintenance and downtime
reduction. Meanwhile, the new data can also be used
to update the learning model.
The manufacturing operations can be divided into pro-
cess manufacturing and discrete manufacturing. Process
manufacturing is primarily concerned with the blending
of formulas, where products are generally undifferen-
tiated. One practical approach to detect anomaly in
process manufacturing is to use a description of normal
operation in terms of the data, define the admissible op-
erating range and detect outliers. One of such methods
is anomaly detection in petroleum industry proposed by

[1]. On the other hand, discrete manufacturing executes
a sequence of operations and produces distinct items.
Anomaly may occur if incorrect execution of operations
takes place, e.g., an incorrect order of operations. Even
in anomalous situation, the measured data may still be in
the expected range. Therefore, outlier detection cannot
reliably detect anomaly. However, the order of operation
execution and time gap between consecutive operation
executions become important factors in anomaly de-
tection. [2] provides a anomaly detection method for
discrete manufacturing.
Neural networks have achieved success in many applica-
tions such as image processing and speech recognition.
Neural networks do not require any analytical behavior
model and depend on the training data. Using neural
networks, additional anomalies that are not obvious
from domain knowledge can be detected [3]. This
paper presents neural network based anomaly detec-
tion techniques for manufacturing systems. We aim to
develop anomaly detection methods for both process
manufacturing and discrete manufacturing.
One of the key challenges in applying neural network is
to find a suitable and minimal neural network topology,
especially for manufacturing systems with large amount
of data. A basic approach to find the minimal neural
network topology is pruning, which removes portion
of neuron connections and/or neurons from the neural
network during training process. Even pruning reduces
the number of the neural network parameters, it may
degrade network performance. To address this issue,
we propose an innovative neural network structuring
technique that constructs neural network topology based
on the event ordering relationship before the training
process and improves neural network performance.
The proposed structuring technique is applied to the
time delay neural network (TDNN) and the time delay
autoencoder to produce the structured TDNN and the
structured autoencoder. The structured TDNN is used
for anomaly detection via the supervised learning and
the structured autoencoder is employed for anomaly
detection through the unsupervised learning. Compared
with the unstructured neural networks, the structured



neural networks improve anomaly detection accuracy
and reduce test error rate.

II. RELATED WORK
The anomaly detection in manufacturing systems has
been attracting increased attention among researchers
and industry personnels. However, the high complexity
of the manufacturing processes and the continuously
growing amount of data present challenges to detect
anomaly in manufacturing systems.
For process manufacturing, outlier detection meth-
ods have been developed. [1] proposes a method for
anomaly detection in petroleum industry. The method
uses sensor data to find patterns in data that do not
conform to a priori expected behavior. [4] uses several
classical machine learning approaches to detect outliers
in high-dimensional monitoring problems. The anomaly
detection strategies have been tested on a real industrial
dataset related to a Semiconductor Manufacturing Etch-
ing process. [3] proposes the self-learning assistance
technique to speed up fault detection of manufacturing
processes. The self-learning assistance system identifies
relevant relationships by observation of complex man-
ufacturing processes so that failures and anomalies are
automatically detected. Several anomaly detection algo-
rithms (distance based approaches, regression models,
self-organizing maps and principal component analysis
based approaches) are evaluated to detect outliers in
complex processes of chemical industry, agricultural
harvesting processes and large-scale sorting plants.
For discrete manufacturing, operation order mismatch
techniques have been developed. [2] provides an
anomaly detection method for discrete manufacturing,
in which data are processed to form a stream of discrete
events. An event relationship table for normal operations
is constructed. This table is then used to detect event or-
der mismatch in the operation of discrete manufacturing.
[5] proposes a similar approach, which allows multiple
occurrences of an event. This type of anomaly detection
methods works well for discrete manufacturing without
random operations. However, these methods may face
challenge for manufacturing systems with random oper-
ations, where the order of the operations can be random.
In addition, these methods may also face challenge in
scalability. The method proposed in [5] is only validated
for small scale of system and the detection error can be
as high as 40%. Furthermore, these methods needs to
consider the simultaneous event occurrence, which is
normal in complex manufacturing system.
The TDNN has been applied to anomaly detection
in various systems, especially real time systems. The
TDNN is a supervised learning approach and more
robust than the classical modeling approaches [6], which
describes how to use the TDNN for detecting anomaly
in robotic system. [7] uses the TDNN for network
intrusion detection to discriminate between normal and

abnormal packet flows. The TDNN is applied in the
development of failure modes for an insulated gate
bipolar transistor to predict the remaining useful life
of the power electronic components [8].
Autoencoder is another type of neural networks used
for anomaly detection via unsupervised learning. A
multi-modal deep autoencoder is employed for anomaly
detection and fault disambiguation in large flight data
[9]. The autoencoder is also applied to extend classical
Principal Component Analysis model to achieve robust,
nonlinear and inductive anomaly detection on real world
image datasets [10].

III. NEURAL NETWORKS FOR ANOMALY
DETECTION IN MANUFACTURING SYSTEMS

Machine learning has been recently applied to detect
anomaly in manufacturing systems. Neural network is
the most popular model in machine learning. Neural
network can be employed to detect anomaly via both
supervised learning and unsupervised learning. We ap-
ply time delay neural network architecture to explore
the relationship of data signals in time domain.

A. Anomaly Detection with Supervised Neural Nets
For the supervised learning, training data are labeled
as either normal or abnormal. We employ the TDNN
to detect anomaly, where neural network is the feedfor-
ward neural network as shown in Fig.1(a). The input
layer accepts data signals X and transfers the extracted
features through the weight vector W1 and the activation
function to the first hidden layer, which takes output of
the input layer and bias +1 and transfers the extracted
features to next layer. After multiple hidden layers of the
feature extraction, neural network reaches to the output
layer that has a specific loss function and formulates the
corresponding optimization problem. Finally, the output
layer produces the output Y.

Fig. 1: Time Delay Neural Network and Autoencoder.

Mathematically, the neural network model can be inter-
preted as chains of functions where each successor f as
a neuron at layer l can be propagated by its predecessors
gi at layer l − 1 with weights as

f(w, x) = a(
∑
i

wigi(x)),

where a is the predefined activation function. Usually, at
the output layer, instead of using an activation function,
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a specific cost function is employed to deal with the
corresponding task. The cost function is generally data-
independent. The final neural network problem can be
summarized as the following finite-sum optimization
problem:

min
w∈Rd

{
F (x)

def
=

1

n

n∑
i=1

l(w;xi)

}
, (1)

where as a regression/classification problem via super-
vised learning, we are predicting/classifying the time
instance x(t) using the previous time instances with
specific window, with the cost function as

l(w;x) = f(x(t), h(w;x(t−1), ...)), (2)

where h(·) denotes the value function of the whole
neural network.

B. Anomaly Detection with Unsupervised Autoencoder
The manufacturing data may be collected under normal
operation condition only since anomaly rarely happens
in manufacturing system or the anomalous data are
difficult to collect. Under this circumstance, the data
are usually not labeled and therefore, the unsupervised
learning techniques are required. In this case, we apply
the time delay autoencoder to detect anomaly.
The autoencoder is the special neural network used to
learn a representation of a set of data, i.e., to reconstruct
the input data with the encoder and the decoder com-
posed of a single or multiple hidden layers as shown
in Fig. 1(b), where the encoder and the decoder are
feedforward neural networks, X is the input data and
X̂ is the reconstructed data. The compressed features
appear in the middle layer is usually called the code
(layer) in the network structure, where as a regression
problem, the loss function (2) is replaced by

l(w;x) = f(x(t), x̂(t)) = f(x(t), h(w;x(t)))

= 1
2‖x− h(w;x(t))‖2.

(3)

IV. EVENT ORDERING RELATIONSHIP BASED
NEURAL NETWORK STRUCTURE

The problem of determining the proper size of neural
network is important. Even though the fully connected
neural network can learn its weights through training,
reasonably reducing the complexity of the network
can improve the performance and has a potential of
reduction in computational cost.
One popular approach for tackling this problem is
commonly known as pruning and it consists of training
a larger than necessary network and then removing
unnecessary weights and/or neurons. The pruning is
time consuming and may also degrade performance.
This paper proposes an innovative event ordering re-
lationship based neural network structuring method.
Instead of removing unnecessary weights and neurons

during training process, we determine neural network
structure before the training process. Our approach
can reduce training time and improve accuracy. More
precisely, we pre-process the training data to find the
event ordering relationship, which is used to determine
important neuron connections. We then remove the
unimportant connections and the isolated neurons or
set weights of the unimportant connections to 0 before
neural network training.
For processing manufacturing, an event can represent
abnormal status such as measured data being out of
admissible operating range. For discrete manufacturing,
an event may indicate an execution of the operation.
In a manufacturing system, tens to hundreds of sensors
are used to collect data periodically or aperiodically. We
call data measurement from a specific sensor as a signal,
e.g., a voltage sensor measures voltage signal. A sensor
may measure multiple data signals.
For a data signal, we define an event as signal value
change from one level to another level. The signal
changes can be either out of admissible range or in
admissible range. More specifically, an event is defined
as E = {S, ToS, T}, where S represents data signal
that results in the event, ToS indicates type of event
for signal S, e.g., for a binary switch signal, 0 → 1
means event ON and 1→ 0 indicates event OFF, and T
is the time at which the event occurred. Therefore, an
event may correspond to a normal operation execution
or an anomalous incident in the system. Before training
neural network, the training data are processed to extract
events for each signal. These events are used to build the
event ordering relationship (EOR). Assume there are
M signals {Si}M1 , which generate N events. According
to event occurring time, arrange these events into an
event sequence {Ei}N1 . Assume event sequence {Ei}N1
contains K distinct events {Êi}K1 , where Êi has a
format of {S, ToS}. The EOR has following format:

Ê1 Ê2 Ê3 . . . ÊK

Ê1 0 e12 e13 . . . e1K
Ê2 e21 0 e23 . . . e2K
Ê3 e31 e32 0 . . . e3K

...
...

...
...

...
...

ÊK eK1 eK2 eK3 . . . 0

where eij (i 6= j) is initialized to 0. During EOR
construction process, eij is increased by 1 for each event
pair {Êi, Êj} occurrence in event sequence {Ei}N1 . If
events Êi and Êj occur at same time, both eij and eji
are increased by 1

2 . Therefore, eij (i 6= j) indicates the
number of times event Êj following event Êi. A larger
eij indicates that event Êj tightly follows event Êi, a
smaller eij implies that event Êj loosely follows event
Êi, and eij = 0 indicates that event Êj never follows
event Êi. If both eij and eji are greater than zero, events
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Êi and Êj can occur in either order.
The EOR can be used to construct a M ×M signal
connection matrix (SCM) as

SCM = I +


0 c12 c13 . . . c1M
c21 0 c23 . . . c2M

...
...

...
. . .

...
cM1 cM2 cM3 . . . 0

 ,

where I is the identity matrix, cij (i 6= j) represents the
number of times events of signal Sj following events of
signal Si. Therefore, cij = 0 indicates event of signal
Sj never follows event of signal Si. A higher value of
cij indicates that signal Sj tightly depends on signal
Si in the sense that the change of signal Si may cause
the change of signal Sj with a greater probability. On
the other hand, a lower value of cij implies that signal
Sj loosely depends on signal Si. A threshold CTH can
be defined for neural network connection configuration
such that if cij ≥ CTH , then signal Si can be considered
to impact signal Sj .
We use a three signal system to illustrate the struc-
tured TDNN construction. Assume three signals are
{S1, S2, S3}, time delay window is 2 and CTH = 1. We
use si0 and si1 (1 ≤ i ≤ 3) to denote measurements of
signal Si at time t and time t− 1, which correspond to
the nodes Si0 and Si1 (1 ≤ i ≤ 3) in the neural network.
Fig.2 shows fully connected TDNN and the structured
TDNN constructed using signal connection matrix. We
structure the input layer and the first hidden layer of the
neural network because these two layers have the most
influence on the topology of the neural network. Other
layers and bias nodes are described in section III-A. It
can be seen that the number of nodes at input layer is 6,
i.e., number of signals × time delay window size, and
the number of nodes at the first hidden layer is 3, i.e.,
number of signals. The objective of the first hidden layer
node configuration is to concentrate features related to
a specific signal to a single hidden node. For the fully
connected TDNN, there are total 18 connections. Using
the signal connection matrix in Fig.2, 18 connections
are reduced to 10 connections in the structured TDNN.
For example, c12 = 1 = CTH indicates that signal S1

may impact signal S2. Therefore, collections from S10

and S11 to H12 are important because H12 is used to
collect information for signal S2. On the other hand,
c13 = 0 < CTH indicates that connections from S10

and S11 to H13 are unimportant and can be removed
from neural network (pruning). An alternative option is
to set weights of the unimportant connections to 0 if
those connections are not removed.
To construct the structured autoencoder, we employ the
untied weights. The input layer and the first hidden
layer of autoencoder can be constructed similarly as
the structured TDNN. The rest of autoencoder layers
and bias nodes are described in section III-B.

Fig. 2: Event Ordering Relationship Based TDNN Structure.

We should note that except for the structured networks
we proposed above, there are many extensions to the
structured networks. Instead of only detecting the im-
mediate relations as the matrix relation between the 1st
and 2nd layer, we can also detect indirect relations, i.e.,
we form the matrix with a delay of 2. For example, if
we have Si => Sj => Sk => ... as a relation, instead
of setting eij = 1 we should set eik = 1, and therefore,
we can essentially form another matrix relations. By
reasonably assembling these relations into the neural
networks, we can have structured networks with more
than one relation. However, both implementations and
theory of the framework needs more caveats, and in this
paper we focus on the simple networks with only one
structured relation.

V. NEURAL NETWORK LEARNING AND
OPTIMIZATION

For the supervised learning with the time delay feedfor-
ward neural network, we formulate anomaly detection
into classification problem. For this purpose, we apply
classic Sigmoid activation function and the cost func-
tion is Cross-Entropy along with Softmax Function. A
weight decay regularizer is also applied.
For the unsupervised learning with the time delay au-
toencoder, we prefer overfitting and omit the regulariza-
tion. We also use Sigmoid activation function. However,
the Least Square cost function is used.
For both learning cases, we employ the popular stochas-
tic gradient descent (SGD) based optimizers, which
covers a large class of algorithms. The momentum
SGD [11] is one of the most widely used variant.
Other variants include data-dependent AdaGrad [12],
ADAM [13], SVRG [14], and SARAH [15]. All
these optimizers have comparable performance and we
present results based on Momentum SGD.

VI. NUMERICAL EXPERIMENT RESULTS
In order to validate the proposed anomaly detection
methodologies, we performed numerical experiment
with the data collected from real manufacturing pro-
duction processes. We conducted the experiments using
the unstructured neural networks and the structured
neural networks. We compared the performance of the
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structured neural networks with the unstructured neural
networks and other popular methods.
We implemented all anomaly detection methods using
Python TensorFlow. However, our current TensorFlow
implementation does not realize the pruning. As a result,
the structured neural networks are implemented as fully
connected neural networks, in which the unimportant
weights are initialized to 0 as described in section IV.

A. Data Description
We collected data using 151 sensors. The format of the
data is digital. Data are collected every 10ms. At the
beginning of data collection, an unique index is assigned
to represent the collection time. The index is then
increased by 1 for each new collection. One training
data set is collected under normal operation condition
and it contains 406,701 samples for all sensors. Two
test data sets are collected under abnormal condition,
where the anomaly happens after a specific time. The
corresponding problematic index can be seen in Table I.

Test Data Set Index Range Anomalous Index

Set 1 21302 – 54161 49303
Set 2 72853 – 105817 100854

TABLE I: Statistics of Test Data Sets.

B. TDNN and Structured TDNN
We conduct anomaly detection experiments via super-
vised learning using TDNN and structured TDNN. We
aim to detect whether a test data set is normal or not.
If the test data set is abnormal, the anomaly occurrence
time, i.e., the anomalous index, is detected. To perform
supervised learning, we use training data set and test
data set 1 for training and use test data set 2 for
testing. We have validated various network structures
and the performance is robust. We present results of the
network, where time delay window is 5 and both TDNN
and structured TDNN come with a layer structure of
755-151-50-2.
Fig. 3 shows training cost and test error, where data
sampling rate 1s, 100ms and 10ms indicate 1 of 100 data
samples, 1 of 10 data samples and all data samples used,
respectively. TDNN and structure TDNN have similar
training cost and test error, which stabilize around 600
data passes and improve as data sampling rate increases.
For 100ms data sampling rate, TDNN exhibits unusual
peaks.
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Fig. 3: TDNN and Structured TDNN Training Cost and Test Error.

Both TDNN and structured TDNN classify test data set
2 as anomalous. The anomalous indices detected by both
methods are larger than actual anomalous index 100854,
i.e., the anomaly occurrence times detected by both
methods are later than actual anomaly occurrence time.
For 100ms data sampling rate, the anomalous index
detected by TDNN is 101094 and the anomalous index
detected by structured TDNN is 101084. It indicates
that anomaly occurrence time detected by TDNN is 2.4
seconds later than actual anomaly occurrence time and
anomaly occurrence time detected by structured TDNN
is 2.3 seconds later than actual anomaly occurrence
time, i.e., structured TDNN detects the anomaly 100
milliseconds early than the TDNN. Therefore, struc-
tured TDNN is more accurate than TDNN. Both TDNN
and structured TDNN have similar training time, e.g.,
about 28 minutes for 100ms data sampling rate.

C. Autoencoder and Structured Autoencoder
We also conduct anomaly detection experiments via the
unsupervised learning using autoencoder and structured
autoencoder. We apply time delay autoencoder with
the untied weights. With a time delay window 5, both
autoencoder networks come with a layer structure of
755-151-50-755. In this case, we only use training data
set for training and two test data sets for testing. We
aim to detect if each test data set is normal or not. For
anomalous test data set, the anomaly occurrence time is
detected. Both test data sets are detected as anomalous.
Both networks have detected same anomalous index.
For example, for 10ms data sampling rate, the detected
anomalous index is 49413 for test data set 1 and is
101061 for test data set 2. These indices represent the
detected anomaly occurrence times that are accurate to
within 2 seconds.

0 100 200 300 400 500 600

10
−4

10
−3

10
−2

10
−1

10
0

Autoencoder Training Cost

Number of Data Passes

Tr
a

in
in

g
 C

o
st

 

 

Autoencoder 1s

Autoencoder 100ms

Autoencoder 10ms

Structured Autoencoder 1s

Structured Autoencoder 100ms

Structured Autoencoder 10ms

Fig. 4: Autoencoder and Structured Autoencoder Training Cost.

Fig. 4 shows training cost for autoencoder and the struc-
tured autoencoder. The training costs stabilize around
600 data passes, which means that the training process
is trustful and reliable. It can be seen that the structured
autoencoder has lower training cost than autoencoder
for all data sampling rates. The corresponding training
time is about 18% higher than the TDNN training time.
For 100ms data sampling rate, Fig. 5 shows the squared
error between the recovered signals and the original
signals for both autoencoder and the structured autoen-
coder after 600 data passes. For both test data sets, we
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can see that autoencoder has higher false alarms than
the structured autoencoder. The structured autoencoder
improves the total test error from 2.31% to 1.79%, i.e.
a 20% improvement.
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Fig. 5: Test Error of Autoencoder and Structured Autoencoder.

D. Comparison with the State-of-the-Art
To verify the proposed anomaly detection methods
broadly, we compare our structured autoencoder to
TDNN Regression (TDNNR) and other popular meth-
ods that can be classified as three main methodologies,
i.e., distance-based method (Local Outlier Factor), tree-
based method (Isolation Forest) and kernel method
(One-Class SVM). We well-tuned all the models in
our experiments and present the best results based
on our current datasets. It can be observed from the
Table II, the structured autoencoder performs the best
among all considered methods; while isolation forest
and LOF work well. With the structured autoencoder,
the misclassification error is reduced by 64% compared
to the best state-of-the-art method (LOF).

Methods Test Errors

Isolation Forest 5.65%
Local Outlier Factor (LOF) 5.01%

One-Class SVM 68.12%
TDNNR 14%

Autoencoder 2.31%
Structured Autoencoder 1.79%

TABLE II: Performance of Different Anomaly Detection Methods.

VII. CONCLUSION
We have developed a novel neural network architecture
with the structure constructed from the event ordering
relationship to detect anomaly in the manufacturing
processes. As far as we know, they are the first time
delay neural network and autoencoder that enforce a
sparsity based on the event ordering relationship. With
the numerical comparison between vanilla TDNN and
structured TDNN, vanilla autoencoder and structured
autoencoder as well as structured autoencoder and other

popular anomaly detection methods, we demonstrate
advantages of the structured neural network over vanilla
neural network and other methodologies.
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