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Abstract
Empirically derived continuum models of collective behavior among large populations of dynamic agents are a subject of intense study in several fields, including biology, engineering and finance. We formulate and study a mean-field game model whose behavior mimics an empirically derived non-local homogenous flocking model for agents with intrinsic gradient-type self-propulsion dynamics. The mean-field game framework provides a non-cooperative optimal control description of the behavior of a population of agents in a distributed setting. In this description, each agent’s state is driven by optimally controlled dynamics that result in a Nash equilibrium between itself and the population. The optimal control is computed by minimizing a cost that depends only on its own state, and a mean-field term. The agent distribution in phase space evolves under the optimal feedback control policy. We exploit the low-rank perturbative nature of the non-local term in the forward-backward system of equations governing the state and control distributions, and provide a linear stability analysis demonstrating that our model exhibits bifurcations similar to those found in the uncontrolled model. The present work is a step towards developing a set of tools for systematic analysis, and eventually design, of collective behavior of non-cooperative dynamic agents via an inverse modeling approach.
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Empirically derived continuum models of collective behavior among large populations of dynamic agents are a subject of intense study in several fields, including biology, engineering and finance. We formulate and study a mean-field game model whose behavior mimics an empirically derived nonlocal homogeneous flocking model for agents with gradient self-propulsion dynamics. The mean-field game framework provides a non-cooperative optimal control description of the behavior of a population of agents in a distributed setting. In this description, each agent’s state is driven by optimally controlled dynamics that result in a Nash equilibrium between itself and the population. The optimal control is computed by minimizing a cost that depends only on its own state, and a mean-field term. The agent distribution in phase space evolves under the optimal feedback control policy. We exploit the low-rank perturbative nature of the nonlocal term in the forward-backward system of equations governing the state and control distributions, and provide a closed-loop linear stability analysis demonstrating that our model exhibits bifurcations similar to those found in the empirical model. The present work is a step towards developing a set of tools for systematic analysis, and eventually design, of collective behavior of non-cooperative dynamic agents via an inverse modeling approach.

While the analysis of emergent behavior in a large population of dynamic agents is a classical topic, the design of desired macroscopic behavior in such systems is a grand engineering challenge. Such systems are often studied using continuum models, involving empirically derived systems of nonlinear partial differential equations that govern the distribution of agents in the phase space. The various terms in these equations represent intrinsic dynamics of the agents, mutual attraction and/or repulsion, and noise. An important class of such models concern flocking, both in nature, and engineering applications such as bio-inspired control of multi-agent robotics, traffic modeling, power-grid synchronization etc. We take a mean-field game approach to derive a control system that mimics the behavior of one such class of models in the setting of non-cooperative agents. A mean-field game is a coupled system of partial differential equations that govern the state and optimal control distributions of a representative agent in a Nash equilibrium with the population. Using a linear stability analysis, we recover phase transitions that have been observed in the corresponding empirical model, as well as find some new ones, as the control penalty is changed.

I. INTRODUCTION

Continuum models of large populations of interacting dynamic agents are popular in mathematical biology and also have been employed in numerous applications such as multi-agent robotic, finance and traffic modeling. The aim of such models is to accurately represent the macroscopic dynamics of the population, and its dependence on parameters. Typically, such models are derived by starting with an empirical dynamical system for a representative agent. This system typically involves the intrinsic dynamics of the agent, a coupling function describing its interaction with the population, and noise. From this single agent dynamical system, a continuum description is obtained by deriving a macroscopic equation for the distribution of agents in the phase space. We call this class of models uncontrolled.

An alternative way of deriving continuum models of collective behavior is via a corresponding variational principle. In this approach, the dynamical system for a representative agent includes its intrinsic dynamics, a control term and noise. The unknown control term is obtained as a solution to an optimization problem. Within this variational (or optimization) framework for large populations, there are multiple classes of modeling strategies. If one takes a centralized global optimization viewpoint, the corresponding problem is that of mean-field control, i.e. it is assumed that each agent is being controlled by a central entity whose goal is to optimize a macroscopic cost function that includes interaction among the population. In a distributed setting, there is no central entity, and the agents can either be cooperative or non-cooperative. In the former case, each agent choses its control to optimize a global sum of cost functions of the population.

On the other hand, in the non-cooperative mean field setting that we are interested in, each agent optimizes only its individual cost function. This cost function involves coupling with the population solely via a mean-field term. This is the setting of mean-field games (MFG). In this setting, a Hamilton-Jacobi-Bellman (HJB) equation (posed backward in time) characterizes
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the optimal feedback control for a representative agent under the assumption that the (cost) coupling function depends only on its own state, and possibly time. A Fokker-Planck (FP) equation governs the evolution of agent density in phase space. A consistency principle requires that the coupling function used in the agent HJB equation is reproduced as its own average over the continuum of agents. Under fairly general conditions, solutions to MFG model can be shown to possess &-Nash property, i.e., unilateral benefit of any deviation from the computed control policy by a single agent vanishes rapidly as the population becomes large.

The classical (uncontrolled) Cucker-Smale (CS) flocking model describes a system of finite population of coupled agents with trivial intrinsic dynamics, moving solely under the influence of an alignment force, and noise. This was followed by several continuum descriptions, and was recently generalized to a continuum model with self-propulsion effects in the homogeneous case (i.e., assuming spatial homogeneity). This latter generalization results in existence of non-zero mean velocity distribution resulting from symmetry breaking, a wide range of “disordered” states consisting of multiple flocks, and other phase transitions.

A MFG model for a continuum of coupled Kuramoto oscillators was described in a seminal work that influences the development in the current paper. Building upon this work, a MFG model for the classical inhomogeneous CS was then proposed, stability analysis was partially addressed. This was followed by a homogeneous flocking MFG model for coupled agents with trivial intrinsic dynamics, along with linear and nonlinear stability analysis. Also of interest is an approach where agents apply a gradient descent rather than solve an HJB equation, since the Nash equilibria of the MFG are recovered under certain conditions using this approach.

The contributions of this paper are as follows. We formulate a MFG model for homogeneous flocking of agents driven by self-propulsion and noise. In contrast to the earlier work on homogeneous MFG model with trivial intrinsic dynamics, this model exhibits phase transitions (bifurcations) that mimic those present in the corresponding uncontrolled model. We generalize the stability analysis developed in previous MFG model to agents with gradient nonlinear dynamics, and employ a method used to study reaction-diffusion equations to derive a semi-analytical stability criterion. Besides qualitatively explaining the phase transition phenomena, quantitative results useful in control design are obtained from the numerical analysis. Decreasing the control penalty below a threshold causes the zero mean velocity steady state of the MFG model to lose stability via pitchfork bifurcation. This results in a pair of stable steady states with non-zero mean velocity. If the control is made even cheaper, a new stable regime (nonexistent in the uncontrolled model) emerges for zero mean velocity steady states in the small noise case via a subcritical pitchfork bifurcation.

II. UNCONTROLLED FORMULATION

We briefly review here the uncontrolled formulation from Ref. which provides a homogeneous model for CS flocking with self-propulsion. Consider a population of N agents moving in phase space \((q, p) \in \mathbb{R}^2\), where each agent is acted upon by a gradient self-propulsion term, a CS coupling force with localization kernel \(K\) in position space that aligns the agents’ velocity with the neighbors, and noise. The dynamics for \(i\)th agent are

\[
dq_i = p_i \, dt,\]

where

\[
dp_i = \alpha(p_i) \, dt + F(q_i, p_i, q_{-i}, p_{-i}) \, dt + \sigma dw_i,\]

\[
F(q_i, p_i, q_{-i}, p_{-i}) = \frac{1}{N} \sum_{j=1}^{N} K(q_i, q_j)(p_j - p_i),\]

\[
\sigma > 0\]

is the noise intensity, \(\alpha > 0\) defines the strength of the self-propulsion term, \(K(q, q') = K(q', q) \geq 0\), and \(K(q, q) = 1\), \(q_{-i} = \{q_1, \ldots, q_{i-1}, q_{i+1}, \ldots\}\), \(p_{-i} = \{p_1, \ldots, p_{i-1}, p_{i+1}, \ldots\}\).

In the continuum limit \((N \to \infty)\), the agent density \(f(q, p, t)\) in phase space is governed by

\[
\partial_t f + \partial_q (qf(p)) + \partial_p (\alpha(p)f + F[f]f) = \frac{\sigma^2}{2} \partial_{pp} f,
\]

where \(F[f](q, p, t) = (\bar{p} - p)\) and,

\[
\bar{p}(q, t) = \frac{\int \int K(q, q') f(q', p, t) \, dq' \, dp}{\int \int K(q, q') f(q', p, t) \, dq' \, dp}.
\]

We denote the action of the operator \(F\) on a function \(f\) by \(F[f](.)\). From here onwards, we consider the homogeneous case by dropping dependence on \(q\), and use \(x\) to denote the velocity \(p\). The uncontrolled dynamics for the velocity of agent \(i\) are

\[
dx_i = a(x_i) \, dt + \frac{1}{N} \sum_{j=1}^{N} (x_j - x_i) \, dt + \sigma dw_i,\]
with corresponding density evolution

\[ \partial_t f = \partial_x (\alpha(x^2 - 1)xf + (x - \bar{x})f) + \frac{\sigma^2}{2} \partial_{xx} f, \tag{2} \]

where \( \bar{x}(t) = \frac{\int xf(x,t)dx}{\int f(x,t)dx} \).

A. Fixed Points and Stability Analysis

It is known\(^{14,23}\) that fixed points of Eq. \(^2\) are given by

\[ f_\infty(x; \mu) = \frac{1}{Z} \exp \left( \frac{-2}{\sigma^2} \left[ \frac{x^4}{4} + (1 - \alpha) \frac{x^2}{2} - \mu x \right] \right), \tag{3} \]

where \( \mu \in \mathbb{R} \) is the mean of the distribution, and \( Z \) is the normalization factor. For all positive values of parameters \((\sigma, \alpha)\), the zero mean velocity solution \( f_\infty(\cdot, 0) \) always exists. For a range of parameters, two additional stable non-zero mean velocity solutions are created via a supercritical bifurcation, resulting in loss of stability of the zero mean solution. In Ref. \(^{14}\) these stability properties were inferred numerically by a Monte-Carlo approach.

We take a different approach, and consider the spectral stability of steady state solutions of Eq. \(^2\). In addition to gaining additional insight into the properties of the uncontrolled system, this also sets the stage for stability analysis of the MFG system in the next section. We consider perturbations of the form \( f(x, t) = f_\infty(x)(1 + \epsilon \hat{f}(x, t)) \). Then, the linearization of Eq. \(^2\) is

\[ \partial_t \hat{f}(x, t) = L[\hat{f}](x, t) = L_{loc}[\hat{f}](x, t) + L_{nonloc}[\hat{f}](x, t), \]

where, \( \bar{U}(x) = U(x) + x^2/2 - \mu x, \)

\[ L_{loc}[\hat{f}](x, t) = -\partial_x \bar{U}(x) \partial_x \hat{f}(x, t) + (\sigma^2/2) \partial_{xx} \hat{f}(x, t) \]

is a local linear operator, and

\[ L_{nonloc}[\hat{f}](x, t) = \frac{2}{\sigma^2} \partial_x \bar{U}(x) \int y \hat{f}(y, t) f_\infty(y) dy \]

is a nonlocal linear operator. An operator \( O \) is called nonlocal if \( O[f][x_1] \) depends on \( f(x_2) \) (or the derivatives \( \partial_x f(x_2), \partial_{xx} f(x_2) \) for some \( x_2 \neq x_1 \), and local otherwise. Let \( q(x) \equiv \frac{-\sigma^2}{2} \partial_x \bar{U}(x) \). Then, \( \partial_x f_\infty(x) = -q(x)f_\infty(x) \).

We define a Hilbert space \( \mathbb{H} = L^2(\mathbb{R}, f_\infty dx) \), i.e., the \( f_\infty \)-weighted inner-product space of square-integrable functions on the real line. Then we can write a general form of the full linearized operator as

\[ L[\hat{f}](x, t) = L_{loc}[\hat{f}](x, t) + s_1(x)g_1(\cdot, \hat{f}(\cdot, t)), \tag{4} \]

where \( s_1(x) = q(x), g_1(x) = x \) for our case, and the inner product is understood to be \( \langle \cdot, \cdot \rangle_\mathbb{H} \). We note that \( L_{loc} \) is a self-adjoint operator\(^{23}\) on \( \mathbb{H} \) which has a nonpositive discrete real spectrum of the form \( 0 = \lambda_1 > \lambda_2 > \ldots \). It has a complete set of orthogonal eigenfunctions \( \{\xi_i(x)\}_{i \in \mathbb{N}} \). The first eigenfunction \( \xi_1 \), spanning the kernel of \( L_{loc} \), is a constant function. Following the approach presented in Refs. \(^{21,25}\) for nonlocal eigenvalue problems in reaction-diffusion equations (also see Ref. \(^{26}\)), we consider the following eigenvalue problem

\[ \lambda w = L_{loc} w + s_1(x)g_1(w) \implies 0 = (L_{loc} - \lambda) w + s_1(x)g_1(w). \tag{5} \]

Note that an eigenfunction of \( L \) satisfying \( \langle w, g_1 \rangle = 0 \) is also an eigenfunction of \( L_{loc} \), i.e. \( w = w_i \) for some \( i \) with eigenvalue \( \lambda = \lambda_i \). We search for eigenfunctions such that \( \langle w, g_1 \rangle \) is nonzero. The corresponding eigenvalues are called ‘moving’ eigenvalues in Ref. \(^{25}\)

\[ \langle R_\lambda s_1(x), g_1(x) \rangle = \langle R_\lambda q(x), x \rangle = \sum_{i=2}^{\infty} \frac{\langle \xi_i, q(x) \rangle}{\lambda_i - \lambda} \langle \xi_i, x \rangle. \tag{7} \]

Using this result in Eq. \(^7\),

\[ \langle w, x \rangle (1 + \sum_{i=2}^{\infty} \frac{\langle \xi_i, q(x) \rangle}{\lambda_i - \lambda} \langle \xi_i, x \rangle) = 0. \]  

Hence, either \( \langle w, x \rangle = 0 \), or \( 1 + \sum_{i=2}^{\infty} \frac{\langle \xi_i, q(x) \rangle}{\lambda_i - \lambda} \langle \xi_i, x \rangle = 0 \).

But we are looking for moving eigenvalues, i.e. \( w \) s.t. \( \langle w, x \rangle \neq 0 \), hence the eigenvalue equation reduces to:

\[ h(\lambda) = 1 + \sum_{i=2}^{\infty} \frac{\langle \xi_i, q(x) \rangle}{\lambda_i - \lambda} \langle \xi_i, x \rangle = 0. \tag{8} \]

A sufficient condition for Eq. \(^5\) to have only real roots is that the function \( h(\lambda) \) is Hermitz, or equivalently, the product \( \langle \xi_i, q(x) \rangle \langle \xi_i, x \rangle \) has the same sign for all \( i \). Using integration by parts on eigenvalue equation for \( L_{loc} \), one can show that \( \langle \xi_i, x \rangle = -\frac{\sigma^2}{2\lambda_i} \langle \xi_i, q(x) \rangle \). Thus the Hermitz condition is satisfied since \( \lambda_1 < 0 \) for all \( i > 1 \).

Numerical Results: We use Chebfun\(^{27}\) to perform all computations. The non-zero mean steady state solutions to Eq. \(^2\) are computed using a simple fixed point iteration for \( \mu \). The solutions are shown in Figure 2. The supercritical pitchfork bifurcation that occurs as \( \sigma \) is reduced below critical value \( \sigma_c(\alpha) \), is shown for a range of \( \alpha \) values. To evaluate \( h(\lambda) \) in Eq. \(^8\), we compute the spectrum of \( L_{loc} \) for \( \mu = 0 \). The odd-numbered eigenfunctions are even functions of \( x \), and hence \( \langle \xi_{2k+1}, g_1 \rangle = 0 \). Therefore, eigenvalues \( \lambda_{2k+1} \) of \( L_{loc} \) are also eigenvalues of \( L \),
where $u_i(x,t)$ evolves via the following equation (compare with Eq (1))

\[ \frac{\partial u_i}{\partial t} + c - \beta F(x_i, t) \equiv (x_i - \frac{1}{N-1} \sum_{j \neq i} x_j)^2, \quad \beta = \frac{r}{\sigma^2}, \quad r > 0 \]

where $c$ is the minimum average cost, and $u_i(x,t) = -\sigma^2 \partial_x v_i(x_i,t)$ given in feedback form. Note that the HJB equation is well-posed backward in time. The self-consistency principle yields the expression for $\hat{F}$ in terms of agent density $f(x,t)$ (in the limit $N \to \infty$):

\[ \hat{F}[f](x,t) = \left[ \int (x-y)f(y,t)dy \right]^2. \]

Hence, the following set of FP-HJB MFG equations govern the density and value function evolution:

\[ \partial_t f(x,t) + \partial_x \left[ (a(x) - \sigma^2 \partial_x v(x,t)) f(x,t) \right] = \frac{\sigma^2}{2} \partial_{xx} f(x,t), \]

\[ \partial_t v(x,t) = c - \beta \hat{F}[f](x,t) - \sigma^2 \partial_x v(x,t) \]

\[ + \frac{\sigma^2}{2} (\partial_x v(x,t))^2 - \frac{\sigma^2}{2} \partial_{xx} v(x,t). \]

The unique invariant density satisfying Eq. (12) is

\[ f_\infty(x) = \frac{1}{Z} \exp(-\frac{2}{\sigma^2}(U(x) + \sigma^2 v_\infty(x))). \]

Inserting this expression into Eq. (13), and using the Cole-Hopf transformation $\phi(x) = \exp(-v_\infty(x))$, results in the following nonlinear nonlocal eigenvalue problem for $\phi(x)$

\[ c \phi(x) = \beta \left( x - \int y \exp(-\frac{2}{\sigma^2} U(y)) \phi^2(y)dy \right)^2 \phi(x) \]

\[ - a(x) \phi(x) - \frac{\sigma^2}{2} \partial_{xx} \phi(x), \]

with the constraint $\int \exp(\frac{2}{\sigma^2} U(y)) \phi^2(y)dy = 1$ to ensure normalization of $f_\infty$. The ground state of this problem yields the desired steady state solutions, with corresponding eigenvalue being the minimum cost $c$. 

FIG. 2: Uncontrolled system. a) Stable (solid) and unstable (dashed) zero mean steady state solutions for $\alpha = 0.5$ (uni-modal, top) and $\alpha = 1.5$ (bi-modal, bottom). b) Eigenvalues of $L_{loc} (\sigma)$ and $L (\chi)$ for a typical zero mean case. The first eigenvalue ($= 0$) is omitted. Notice that alternating eigenvalues are same for both operators. The arrows indicate the direction of motion of the other (‘moving’) eigenvalues of $L$ as $\sigma$ is reduced. The rightmost eigenvalue of $L$ reaches 0 at $\sigma = \sigma_c(\alpha)$ with non-zero speed. c) Non-zero mean solutions d) The $\mu > 0$ branch (solid) bifurcating from $\mu = 0$ solution (dashed) via a supercritical pitchfork bifurcation as $\sigma$ occurs is reduced below $\sigma_c(\alpha)$. 

and the eigenvalues $\lambda_{2k}$ are moving eigenvalues. We find that at $\sigma = \sigma_c(\alpha)$, $\hat{h}(0) = 0$. Hence, as $\sigma$ is decreased below $\sigma_c(\alpha)$, the least stable eigenvalue $\lambda_2$ of $L_{loc}$ moves to the positive real axis due to the effect of the nonlocal term, resulting in instability of the zero mean solution. 

III. MFG FORMULATION

In this section we describe a MFG formulation for homogeneous equation Eq. (2). The velocity of $i$th agent evolves via the following equation (compare with Eq (1))

\[ dx_i(t) = a(x_i)dt + u_i(t)dt + \sigma dw_i(t), \]

where $u_i$ is the optimal control. Let $F[x_i, x_{-i}] (t) = (x_i - \frac{1}{N-1} \sum_{j \neq i} x_j)^2$, and $\beta = \frac{r}{\sigma^2}$, where $r > 0$ is the control cost or penalty. Here $x_{-i} = \{ x_1, x_2, \ldots, x_{i-1}, x_{i+1}, \ldots \}$. Then the $i$th agent is minimizing the following long time average cost

\[ J = \limsup_{T \to \infty} \frac{1}{T} \left[ T \int_0^T \beta F[x_i, x_{-i}] (t) + \frac{1}{2\sigma^2} u_i(t)^2 \right]dt, \]

that depends on states of all other agents.

To derive the MFG equations (recall Fig. 1), we rewrite the single-agent cost in terms of $\hat{F}(x_i, t)$, the unknown coupling function with dependence on $x_i$ only

\[ J = \limsup_{T \to \infty} \frac{1}{T} \left[ T \int_0^T \beta \hat{F}(x_i, t) + \frac{1}{2\sigma^2} u_i(t)^2 \right]dt. \]

The resulting single agent HJB equation is

\[ \partial_t v_i(x,t) + c - \beta \hat{F}(x_i, t) - a(x) \partial_x v_i(x,t) + \sigma^2 \frac{1}{2} (\partial_x v_i(x,t))^2 - \sigma^2 \frac{1}{2} \partial_{xx} v_i(x,t), \]

where $v_i(x,t)$ is the single-agent relative value function, $c$ is the minimum average cost, and $u_i(x,t) = -\sigma^2 \partial_x v_i(x_i,t)$ given in feedback form.
A. Stability Analysis

In this section we extend the resolvent based analysis from Section IIA to the MFG system, and find conditions for closed-loop stability of an arbitrary steady state \((f_\infty(x), v_\infty(x))\) to an initial perturbation in density. We consider mass preserving perturbations in density of the form \(f(x,t) = f_\infty(x)(1 + \epsilon f(x,t))\), i.e., the initial conditions satisfy \(\int f_\infty(x) f(x,0) dx = 0\). The perturbed value function is taken to be of the form linearized MFG equations.

Density and control evolution are computed using linearization of MFG equations (12,13) yields the non-local system

\[
\begin{bmatrix}
\partial_t \hat{f}(x,t) \\
\partial_t \hat{v}(x,t)
\end{bmatrix} = L_{FB} \begin{bmatrix}
\hat{f}(x,t) \\
\hat{v}(x,t)
\end{bmatrix},
\]

(16)

where \(L_{FB} = L_{FB}^{loc} + L_{FB}^{nonloc}\),

\[
L_{FB}^{loc} = \begin{bmatrix}
L_{loc} & 2L_{loc} \\
0 & -L_{loc}
\end{bmatrix},
\]

\[
L_{FB}^{nonloc} = \begin{bmatrix}
0 & 0 \\
2\beta s_1(g_1,\cdot) & 0
\end{bmatrix},
\]

with eigenvalue/eigenfunction pairs denoted by \(\{\lambda_i, \xi_i\}\), and \(\hat{U}(x) = U(x) + \sigma^2 v_\infty(x)\) in analogy with the definition of \(L_{loc}\) in Section II. In addition to the Hilbert space \(\mathbb{H} = L^2(\mathbb{R}, f_\infty dx)\) and \(R_\lambda\) as defined earlier, we also consider a subspace \(\mathbb{H} = \{f \in \mathbb{H} \langle f, 1 \rangle = 0\}\).

1. Eigenspectrum of the linearized forward-backward operator

We start off by noting that the characteristic equation of \(L_{FB}^{loc}\) is \((L_{loc} - \lambda I)(L_{loc} + \lambda I) = 0\). Hence, its eigenvalues are \(\cup_{i \in \mathbb{N}} \{\pm \lambda_i\}\). Now consider the eigenvalue problem for \(L_{FB}\) with eigenvalue \(\lambda\) and eigenfunction \([w_f(x) \ w_v(x)]^T\):

\[
\lambda \begin{bmatrix}
w_f \\
w_v
\end{bmatrix} = \begin{bmatrix}
L_{loc}w_f + 2L_{loc}w_v \\
2\beta s_1(g_1, w_f) - L_{loc}w_v
\end{bmatrix}.
\]

(17)

Assuming \(\lambda \notin \cup_{i \in \mathbb{N}} \{\pm \lambda_i\}\), \(R_\lambda\) and \(R_{-\lambda}\) are well defined. The second equation of Eq. (17) gives

\[
w_v = 2\beta R_{-\lambda}s_1(g_1, w_f).
\]

Substituting this expression in the first equation of Eq. (17), and re-arranging,

\[
w_f = -4\beta R_\lambda L_{loc} R_{-\lambda}s_1(g_1, w_f).
\]

(18)

Taking the inner product of the above equation with \(g_1\),

\[
\langle g_1, w_f \rangle (1 + 4\beta \langle g_1, R_\lambda L_{loc} R_{-\lambda}s_1 \rangle) = 0.
\]

The eigenvalue equation for the \(\langle g_1, w_f \rangle \neq 0\) case for moving eigenvalues (as in Section II A) is

\[
h(\lambda) = 1 + 4\beta \sum_{i=2}^{\infty} \lambda_i \langle g_1, \xi_i \rangle \frac{(s_1, \xi_i)}{\lambda_i^2 - \lambda^2},
\]

(20)

and hence,

\[
h(\lambda) = 1 + 4\beta \sum_{i=2}^{\infty} \lambda_i \frac{\langle x, \xi_i \rangle^2}{\lambda_i^2 - \lambda^2}.
\]

(21)

Since Eq. (21) is Herglotz in \(\lambda^2\), this implies that the eigenvalues come in pairs, either real or purely imaginary. Let \(\omega \equiv h(0) = 1 + 4\beta \sum_{i=2}^{\infty} \frac{\langle x, \xi_i \rangle^2}{\lambda_i^2}\).

Lemma III.1. Consider the eigenvalue equation \(h(\lambda) = 0\) for moving eigenvalues.

(i) If \(\langle x, \xi_i \rangle \neq 0\) for all \(i \geq 2\), then there exists a pair of real roots \(\pm \delta_i\) for each \(i \geq 2\), such that \(\lambda_{i+1} < \delta_i < \lambda_i\).

(ii) Recall that \(\lambda_1 = 0\). If \(\langle x, \xi_2 \rangle \neq 0\) and \(\omega > 0\), there exists a pair of real roots \(\pm \delta_1\), such that \(\lambda_2 < \delta_1 < 0\).

(iii) If \(\langle x, \xi_2 \rangle \neq 0\) and \(\omega < 0\), there exists a pair of purely imaginary roots \(\pm i\gamma\).

Proof. (i) Consider the interval \(I_i = (\lambda_{i+1}, \lambda_i)\). As \(\lambda \to \lambda_i^+\), \(h(\lambda) \to \infty\), and as \(\lambda \to \lambda_{i+1}^-, h(\lambda) \to -\infty\). It is easy to check that \(h(\lambda)\) is monotonic in \(I_i\). By intermediate value theorem, a root \(\delta_i\) exists in \(I_i\), and by the monotonicity property, it is unique. The result for \(-\delta_i\) follows by symmetry.

(ii) Consider the interval \(I_1 = (\lambda_2, 0)\). Note that as \(\lambda \to \lambda_2^+\), \(h(\lambda) \to -\infty\), and as \(\lambda \to 0^-, h(\lambda) \to \infty\). Hence, if \(\omega > 0\), arguments similar to those in part (i) yield the existence of a real root \(\delta_1\) between \(\lambda_2\) and 0.

(iii) Consider the function \(h(i\gamma)\) for real \(\gamma > 0\). Clearly, \(h\) is monotonic in this interval. Furthermore, as \(\gamma \to \infty, h(i\gamma) \to 0\), and as \(\gamma \to 0^+, h(i\gamma) \to \omega\). By arguments similar to those in part (i), \(\omega < 0\) implies that there is a unique root \(i\gamma\) of \(h\).

2. Contraction analysis of the linearized forward-backward operator

Since the MFG system has a forward-backward nature, spectral information alone is insufficient to derive conclusions about the stability of steady state solutions. A contraction analysis is therefore adopted following Refs. [10] and [11]. Consider the linear dynamical system given by Eq. (16), with initial perturbation...
Taking the limit to density perturbations.

nonlinear MFG system Eqs. (12,13) to be linearly stable the operator

Substituting above equation in the \( \tilde{f} \) equation,

Substituting above equation in the \( \tilde{f} \) equation,

Integrating from 0 to \( t \) yields the fixed point equation,

where the operator \( M \) acting on \( \tilde{f}(x,t) \) is defined as

We note that mass conservation property is equivalent to \( \langle f(x,0),1 \rangle = 0 \), i.e. \( f(x,0) \in \mathbb{H} \). Recall that \( L_{loc} \) restricted to \( \mathbb{H} \) is a self-adjoint operator with negative eigenvalues \( \lambda_i, i = 2, 3, \ldots \). Then, \( \lim_{t \to \infty} \| e^{L_{loc} t} \|_{\mathbb{H}} = \lim_{t \to \infty} e^{\lambda_1 t} = 0 \). This proves the decay of \( \tilde{f}(.,t) \). The corresponding result for \( \tilde{v}(.,t) \) is obtained by inserting the expression for \( \tilde{f}(.,t) \) into Eq. (22).

Now consider a case where eigenvalue equation in Eq. (18) has a pair of purely imaginary roots \( \pm i \gamma (\neq 0) \). Then there is a eigenfunction \( z_f \) s.t.

by noting Eq. (26). But this implies that norm of \( \hat{M} \) is at least 1, hence it is not a contraction. This implies that a necessary condition for \( M \) to be a contraction is the absence of non-zero spectra of \( L^{FB} \) on the imaginary axis.

**B. Numerical Results**

Recall that in the MFG problem described by Eqs. (12, 13), the representative agent is minimizing a weighted sum of two costs: one penalizes deviation of its velocity from the mean velocity of the agent population, and the other penalizes the control action. In this section, we compute fixed points, and identify phase transitions of this system of equations as the problem parameters are varied. Rather than solving the resulting constrained nonlinear eigenvalue problem directly, we use an iterative algorithm to compute steady state solutions of the MFG system.
where \( \phi \) eigenvalue problem in any steady state density \( L \) and hence, only alternating eigenvalues are actually ‘moving’. The pair of eigenvalues of \( \mu \phi \) critical value \( r \) are omitted. The arrows indicate the direction of motion of the ‘moving’ eigenvalues of \( L \) via a supercritical bifurcation as \( r \) is reduced starting from \( r > r_{\text{sup}}(\alpha, \sigma) \). Note that the assumption in Lemma III.1(i) is violated in this particular case due to the symmetric nature of the self-propulsion term, and hence, only alternating eigenvalues are actually ‘moving’. The pair of eigenvalues of \( L^{FB} \) closest to imaginary axis, \( \pm \delta \), reaches 0 at \( r = r_{\text{sup}} \), and moves up/down the imaginary axis for \( r < r_{\text{sup}} \). (Bottom) The \( \mu > 0 \) branch (solid) bifurcating from \( \mu = 0 \) solution (dashed) via a supercritical pitchfork bifurcation as \( r \) is reduced below \( r_{\text{sup}} \). c) Non-zero mean MFG steady state densities on the supercritical branch.

FIG. 4: The MFG system with \( \sigma = 0.5 \). a) Zero mean MFG steady state densities for \( \alpha = 0.5 \) (top) and \( \alpha = 1.5 \) (bottom) for various control penalty values. b) (Top) Eigenvalues of \( L^{FB} \) (o) and \( L^{FB} \) (x) for a typical zero mean case. The twin zero eigenvalues of \( L^{FB} \) are omitted. The arrows indicate the direction of motion of the ‘moving’ eigenvalues of \( L^{FB} \) as \( r \) is reduced starting from \( r > r_{\text{sup}}(\alpha, \sigma) \). The corresponding non-zero mean densities on the supercritical branch are computed by combining fixed point iteration in \( \mu \) with a continuation step. This bifurcation provides a MFG interpretation to the pitchfork bifurcation observed in the uncontrolled system, i.e., cheaper control makes it economical to compensate for noise. Hence, the agents apply larger control action to flock together (and reduce the cost of deviation from the population mean), resulting in symmetry breaking non-zero mean solutions.

When noise strength \( \sigma \) is fixed below a critical value, the zero mean solution branch undergoes a subcritical bifurcation as control penalty \( r \) is further reduced, i.e., at \( r = r_{\text{sub}} < r_{\text{sup}} \) (See Fig. 4). The corresponding non-zero

We note that the coupling term \( \tilde{F}(f)(x,t) \) evaluated at any steady state density \( f_\infty \) is \( \tilde{F}(f_\infty)(x) = (x-\mu)^2 \), where \( \mu = \int y f_\infty(y) dy \). Again using Cole-Hopf transformation \( \phi(x) = \exp(-v(x)) \) on the HJB equation leads to a linear eigenvalue problem in \( \phi \):

\[
 c \phi(x) = \mathcal{L}[\phi](x),
\]  

(30)

where \( \mathcal{L}[\phi] = \beta(x-\mu)^2 \phi(x) - a(x) \partial_x \phi(x) - \frac{\sigma^2}{2} \partial_{xx} \phi(x) \).

We solve Eq. (30) iteratively along with Eq. (14) to find zero mean MFG steady states \( (f_\infty, v_\infty) \) for a range of \( r \), keeping \( \sigma \) and \( \alpha \) fixed (See Fig. 3). These solutions are stable (i.e., \( \|M\| < 1 \)) for large \( r \), implying that when control is expensive, the agents use minimal control action. The resulting steady state distribution is bi-modal due to dominance of the self-propulsion force, and dispersion via noise.

These zero mean solutions lose stability (i.e., \( \|M\| > 1 \)) via a supercritical bifurcation as \( r \) is reduced below a critical value \( r_{\text{sup}} \). The Eq. (21) for moving eigenvalues of \( L^{FB} \) has a double zero root at \( r = r_{\text{sup}} \), and a pair of purely imaginary roots emerges as \( r \) is reduced below \( r_{\text{sup}} \). This implies that the pair of symmetric eigenvalues of \( L^{FB} \) closest to the imaginary axis reaches 0 at the critical parameter, and then moves up/down the imaginary axis. The stable non-zero mean MFG steady state solutions on the supercritical branch are computed by combining fixed point iteration in \( \mu \) with a continuation step. This bifurcation provides a MFG interpretation to the pitchfork bifurcation observed in the uncontrolled system, i.e., cheaper control makes it economical to compensate for noise. Hence, the agents apply larger control action to flock together (and reduce the cost of deviation from the population mean), resulting in symmetry breaking non-zero mean solutions.
mean solutions were computed using bisection method. This bifurcation is not seen in the uncontrolled system. For instance, when $\sigma = 0.5$, $\alpha = 1.5$, it results in creation of uni-modal stable zero mean solutions in the case of cheap control, $r < r_{\text{sup}}$, as compared to the bi-modal stable zero mean solution that exist for expensive control, $r > r_{\text{sup}}$. Hence, we conclude that for $r < r_{\text{sub}}$, the control is cheap enough to counteract the intrinsic dynamics, and make zero mean uni-modal solution stable.

IV. CONCLUSIONS

We have presented a MFG formulation for homogeneous flocking of agents with gradient nonlinearity in their intrinsic dynamics. We have employed tools from theory of reaction-diffusion equations, and exploited the low rank nature of the nonlocal coupling term to study the linear stability of the MFG equations. The explicit formulae for verifying the stability of steady state solutions of the nonlocal forward-backward MFG system require relatively simple numerical computation of spectra of the local self-adjoint Fokker-Planck operators. The MFG system shows rich nonlinear behavior, such as supercritical and subcritical pitchfork bifurcations that result in wide range of collective behaviors, some of which are not present in the uncontrolled model.

Much of the analysis in the current work can be generalized to higher dimensional state space for homogeneous flocking with self-propulsion, similar in spirit to the generalization of one-dimensional uncontrolled flocking model. Furthermore, the abstract results presented in this work apply to models other than homogeneous flocking, e.g. nonlocally coupled agents with arbitrary first order gradient dynamics. Extension to non-homogeneous flocking would be a natural next step; the resulting second-order dynamics could require more sophisticated tools for stability analysis. Implementation of the MFG control laws in an engineered large population system requires the control to be provided in a causal form. Algorithms that can learn the MFG laws can be used to convert the control laws obtained by solving the FP-HJB equations into an implementable form.

The use of bifurcation and singularity theory to develop bio-inspired control and decision making algorithms for multi-agent systems has been explored recently. Our work adds to the toolbox for systematic analysis of collective behavior of non-cooperative dynamic agents via an inverse modeling approach. The qualitative and quantitative insight provided by the stability analysis can be exploited in mechanism design, i.e., design of penalties or incentives to drive the population to asymptotic states with desirable characteristics. We believe that a systematic study of bifurcations in MFG models can lead to progress in tackling the grand challenge of designing or manipulating collective behavior of a large population of non-cooperative dynamic agents.
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