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Chapter 1
Fast Market Clearing Algorithms

Arvind U. Raghunathan, Frank E. Curtis, Yusuke Takaguchi and Hiroyuki
Hashimoto

Abstract Real-time electricity markets are the main transaction platforms
for providing necessary balancing services, where the market clearing (nodal
or zonal prices depending on markets) is very close to real time operations
of power systems. We present single and multiple time period decentralized
market clearing models based on the DC power flow model. The electricity
market we study consists of a set of Generation Companies (GenCos) and a
set of Distribution System Operators (DSOs). The Independent System Op-
erator (ISO) determines the market clearing generation and demand levels
by coordinating with the market participants (GenCos and DSOs). We ex-
ploit the problem structure to obtain a decomposition of the market-clearing
problem where the GenCos and DSOs are decoupled. We propose a novel
semismooth Newton algorithm to compute the competitive equilibrium. Nu-
merical experiments demonstrate that the algorithm can obtain several orders
of magnitude speedup over a typical subgradient algorithm with no modifi-
cation to the existing communication protocol between the ISO and market
participants.
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1.1 Introduction

Electricity markets are commodity markets where: (i) suppliers (electricity
generators) and consumers (electricity customers) are spread across a net-
work and (ii) the flow of the commodity (electricity) is dictated by physical
laws [13]. Competition in electricity markets allows to establish a market price
that is acceptable to all market participants, whereby the market is said to
have reached equilibrium. The design of appropriate market or pricing mech-
anisms is governed by the theory of general equilibria. The non-existence
of such an equilibrium implies the possibility of some market participants
that can unilaterally affect the prices to their own advantage [28]. For exam-
ple, competition [4] and active participation (eg. demand response) [27] in
electricity markets are known to significantly enhance efficiency and reduce
prices. Given the importance of an efficient and reliable grid infrastructure,
the modeling and subsequent analysis of electricity markets has seen exten-
sive research. Hobbs and Helman [11] study market equilibria via competitive
equilibrium models. Oligopolistic price equilibria were investigated by Hobbs,
Metzler and Pang [12] for Direct Current (DC) power flow networks using
supply functions. Baldick [2] compares Cournot and supply function equi-
librium models of bid-based electricity markets. Day, Hobbs and Pang [7]
investigate conjectured supply function models of competition among power
generators on a DC power flow network. The impact of network constraints
on the market performance is analyzed in [4] under different game theory
models. Weber and Overbye [29] study Nash equilibria for electricity mar-
kets by employing a full representation of the transmission system. Motto
et al. [20] formulate a multi-period electricity auction market tool for a DC
power flow network accounting for the transmission congestion, losses and
unit commitment constraints as a mixed integer program. A mathematical
framework to construct dynamic models for electricity markets and study
their competitive equilibria using DC power flow models is provided in Wang
et al [28].

A realistic market model is associated with important nonlinearities, aris-
ing from nonconvex utility functions and nonlinear network constraints [3].
For instance, the DC power flow model may not be a appropriate when
voltage constraints or reactive power constraints are considered. Motto et
al. [21] proposed a single time period decentralized electricity market clear-
ing model that includes reactive power and demand responsiveness, based on
the Alternating Current (AC) power flow network. More recently, Lavaei and
Sojuodi [15] also investigate market efficiency for AC power flow networks by
leveraging the zero duality gap of certain OPF formulations [16, 31].

While research has focused largely on aspects of electricity market design,
there has been little work on algorithmic and computational aspects. This
is especially important in the current context of grid infrastructure modern-
ization and increased penetration of distributed generation. For instance, the
DOE agency ARPA-E envisions a future grid infrastructure that incorporates
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diverse, distributed generation and storage sources, and that is operated un-
der a distributed control architecture [1]. In that context it is important to
develop decentralized or distributed algorithms that scale with network size
and have little overhead in communication. This serves as the motivation and
focus of this chapter.

1.1.1 Our Focus

We consider a mutiple time period pool-based electricity market consisting of:
generation companies (GenCo), load entities called the Distribution System
Operators (DSO) and an Independent System Operator (ISO). We assume
that: (a) the DC power flow model is used by the ISO to model the power
flow in the transmission system, (b) the DSOs are modeled as a single node
neglecting the underlying distribution network, (c¢) the DSOs have the ability
to defer loads, and (d) the GenCos and DSOs are price-taking and unwilling
to share their cost function to the ISO. Maintaining privacy of the individual
market participants motivates the development of a decentralized framework
whereby the ISO only transmits price signals to the individual participants
and obtains price-sensitive optimal actions from them. Using such informa-
tion, the ISO could employ a subgradient algorithm to converge to an equi-
librium. However, the convergence rate for subgradient algorithms is known
to be quite slow [10, 26] and hence, require significant number of message
communications with the individual participants. This is undesirable in the
current context of rapidly changing grid infrastructure which aims to incor-
porate intermittent distributed generation and distributed architectures for
control and operation [1]. In such a distributed setting, reduction in com-
munication overhead is important. Hence, fast convergence to equilibrium is
desirable for robust grid operation.

In this chapter, we exploit the problem structure to obtain decentralized
optimization problems in the context of multiple time period market clearing.
In such a scheme, the ISO transmits a price signal to the individual partici-
pants, who in turn solve their individual optimization problems, the solutions
of which are communicated back to the ISO so they may update the price.
With this information, we propose that the ISO solves its market clearing
problem by solving an implicit complementarity problem (ICP) as introduced
in Curtis and Raghunathan [5]. To solve the ICP, Curtis and Raghunathan [5]
propose a semismooth Newton algorithm for accelerating convergence when
solving structured quadratic programs. We employ the same algorithm for
solving the ISO’s market clearing problem. The algorithm requires the com-
putation of sensitivity of the market participants’s solution to the price. We
exploit the underlying communication protocol to additionally compute the
sensitivity of their solution to changes in the price. Note that this requires no
change in the computations performed by the GenCos and DSOs. We demon-
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strate through numerical experiments that our approach leads to orders of
magnitude fewer function evaluations as compared to a subgradient method.
The authors previously investigated the approach for single time period mar-
ket clearing in [24] in which the GenCos and DSOs were also assumed to
provide the sensitivity information. The approach described in this chapter
removes this assumption.

We note that a similar approach has been considered when an AC power
flow model is used and only equality constraints are present; see Motto et al
[20]. In this work, the authors propose applying dual decomposition to a non-
convex nonlinear program for which the guarantees of finding a solution with
zero duality gap do not exist. Further, [20] employs a pure Newton strategy
which does not have global convergence guarantees [23]. By contrast, in this
chapter we consider the simpler DC power flow model which is convex and
hence, there exists no duality gap. Further, we allow for inequality constraints
and also argue that from a computational standpoint the problem is better
posed than the equality constrained formulation. We also present numerical
results showing that a pure Newton strategy, such as in [20], is not robust in
converging to the solution. Our approach can also be extended to consider
AC power flow models as in [20]. In fact, [5] also proposed a semismooth
Newton algorithm for solving non-convex structured quadratic programs us-
ing semismooth Newton algorithms. The framework of [5] can be extended
to the case of AC power flow models and will be investigated in a separate
study.

1.1.2 Organization of the Chapter

The rest of the paper is organized as follows. Models of the market partici-
pants and the notions of competitive equilibrium are presented in §1.2. An
implicit complementarity formulation of the ISO’s market-clearing problem
is presented in §1.3. We describe the semismooth formulation and algorithm
in §1.4. Numerical results demonstrating the efficacy of the method are pre-
sented in §1.5 followed by conclusions in §1.6.

1.2 Competitive Equilibrium

In this section, we describe the optimization problems related to each of the
market participants: generation companies (GenCos), Distribution System
Operators (DSOs), and the Independent System Operator (ISO). Based on
these, we present the notion of competitive equilibrium and social welfare
maximization. In what follows, N denotes the set of buses in the transmission
network of the ISO while N¢ and NP (with N' = N¢ U N'P) respectively
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denote the nodes connected to GenCos and DSOs. Further, £ denotes the
set of lines in the transmission network. We assume there are 7" time periods
and the set 7 = {1,...,T} represents the set of time periods. The electricity
price at a node ¢ € N, time period ¢ € T is denoted by A; ;. We use boldface
to denote vector quantities: A;. = (Ai1,...,A7) € RT is the vector of
prices over all time periods at the node i, X.; = (A1¢,..., A|ar),¢) is the
vector of prices over the entire set of nodes in the time period ¢, and A =
A1, A ) € RWIT is the vector of all nodal prices for all time periods.
Note that (A1.,...,A|nr,.) is a different ordering of the vector A. The power
injection into the network at the node ¢ at time period ¢ is denoted by P{ft()\).
Similarly, P:‘ € RT is the vector of power injections at a node i over all time
periods and, Pit € RWI is the vector of all nodal power injections in the
time period ¢.

1.2.1 Generation Company (GenCo)

The generation company located at node i € N'¢ chooses its optimal power
generation level P (A;.) over all time periods given the set of nodal prices
over the time periods A; . from the ISO by solving the optimization problem

P;.(\i,) =arg  min > (ci(Pr) = NisPy) (1.1a)
T eT

st. P9 <P <P vteT (1.1b)

Py — P < APS Vit e T\ {T) (1.1c)

where ¢;(-) is the cost of generation associated with the GenCo, P¢ and

P, are respectively the mimimum and maximum generation levels and AP,
represent the limit on the change in power generation over successive time
periods. We assume the following on the cost function of the GenCo, which

implies that (1.1) has a unique solution.
Assumption 1 The function c;(-) is strictly conve.

The optimization problem in (1.1) assumes that the cost function is indepen-
dent of time periods. This is done for sake of simplicity of exposition and is
not a restriction of the approach. When considering multi-period operations
GenCos schedule to operate additional units of generation which typically
incurs a start-up cost. In addition, there are minimum down (up) periods for
generation units once they are shut down (started up). Modeling such opera-
tions requires the introduction of binary variables which renders the GenCo
problem non-convex. However, these non-convexities can be handled by re-
laxing the binary variables to be continuous and replacing the feasible region
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by the convex hull. We do not pursue this further, but refer the interested
reader to [6, 25].

1.2.2 Distribution System Operator (DSO)

The DSO located at node i € NP chooses its optimal power consumption
level —P7 (A;.) over all time periods given the set of nodal prices over the

time periods A; . from the ISO by solving the optimization problem

Pi(\;.) = arg poin > (“AiaP = ui(—Py)) (1.2a)
e teT
st. PP < -p, <P/, (1.2b)
-y P >pPr (1.2¢)
teT

where u;(-) is the utility function of the DSO, PP and ﬁlp are minimum and
maximum power consumption levels in a time period and sz’wt represents
a minimum total power consumption over the multiple time periods. Note
that P;(;,.) is negative since it represents power being withdrawn from the
electrical network. We assume the following on the utility function of the
DSO which ensures that (1.2) has a unique solution.

Assumption 2 The function u;(-) is strictly concave.

The optimization problem in (1.2) assumes that the utility function is inde-
pendent of time periods. This is done for sake of simplicity of exposition and
is not a restriction of the approach. Under Assumption 2, DSO’s optimization
problem (1.2) is strictly convex and hence, has an unique solution.

1.2.83 Independent System Operator (ISO)

The ISO is responsible for maintaining balance between the GenCos and
DSOs, and ensuring that the power flows in the network are within certain
limits. Given a vector of nodal prices A over all time periods, the ISO chooses
the optimal power injection levels by solving the optimization problem

PBO()) = arg(P miI}D : ZAEP'J (1.3a)
sl T e
st.1TP., =0,vteT (1.3b)

—~P<AP <P VteT (1.3¢c)
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where P € RIZl denotes the vector of power limits on the lines in the network,
1 € R is a vector of all ones, and A is the matrix of power distribution fac-
tors for the ISO’s transmission network. The constraint (1.3b) imposes power
balance between the GenCos and DSOs at each time period. The DC power
flow model appears in (1.3c) through the power distribution factors [30].

1.2.4 Competitive Equilibrium

A pair (13, /A\) is said to achieve competitive (or Walrasian) equilibrium for
an electricity market if:
(a) P;.=P;.(\,)VieNC,
(b) P;.=P;.(A;.) Vi€ NP, and
(c) P =P"SO().

By the well-known first and second fundamental theorems of welfare eco-
nomics [19], we have the following.

e A competitive equilibrium is Pareto optimal.
e FEvery Pareto optimal allocation can be decentralized as a competitive
equilibrium.

By the second fundamental theorem of welfare economics [19, 28], a compet-
itive equilibrium can be characterized by maximizing social welfare given as

min Z < Z ci(Pit) — Z Ui(_Pi,t)> (L4a)

teT \ieNGC 1END

st.1"P.,=0,VteT (1.4b)

—~-P<AP <P, VteT (1.4c)

PC<P, <P’ VieNCteT (1.4d)

\Pisi1 — Py < AP Vie NC te T\{T} (1.4e)

PP<_p,<P’  VieNPiteT (1.4f)

—ZPM > PP vie NP, (1.4g)
teT

Social welfare maximization achieves Pareto optimal allocation only un-
der certain assumptions. Any electricity dispatch and pricing system is Pareto
optimal only if prices are “right” and maximizes welfare only if all the im-
portant costs and benefits are priced into the system. For instance, it is well
known that electric generation shifts some costs to society such that they are
not priced in this market. Furthermore, even when prices are right, welfare is
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only maximized if willingness to pay is an accurate measure of utility. We do
not delve further into these aspects but refer the reader to the texts [13, 19].

The social welfare maximization formulation in (1.4) is a centralized for-
mulation. This does not lend itself to preserving privacy of the market par-
ticipants. However, the formulation in (1.4) serves as the starting point for
deriving the decentralized formulation which we do next.

1.3 Decentralized Market Formulation

We develop the decentralized market formulation based on Lagrange dualiza-
tion of the coupling constraints in (1.4). For ease of presentation, we represent
the power balance constraint in (1.4b) as two inequalities

-1'P.;<0,1"P., <0vVteT. (1.4b")

Introducing multipliers §tft for the power balance constraints in (1.4b’) and
[ Zl,t V1 € L for the line limit constraints in (1.4c), the partial Lagrangian

for (1.4) can be written as

L(Pvéagvgvz)
= ( > cilPi) = D wil(=Pig) + (—£t+§t)(1TP_,t)> 15)
teT \ieNGC ieND .
+3 (<P (-P- AP+ (AP, - P)).
teT

The Lagrangian dualization is restricted to the constraints that fall under
the purview of the ISO’s optimization problem (1.3). Using the partial La-
grangian in (1.5) and duality theory of convex optimization [18] we can decen-
tralize the welfare maximization problem in (1.4) as explained below. Define
the Lagrange dual function as

9(§,€,¢,¢) = min L(P,£,€,¢, Q)
t. (1.4d) — (L.4g).

From the definition of the partial Lagrangian in (1.5) it is easy to see that
the objective function and constraints in (1.6) are separable by the GenCos
and DSOs. Indeed, we can express the dual function as

(1.6)
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L(P’§7ga£a2)
= Z < Z (ci(Pit) — XigPie) + Z (=i Py — Ui<_Pi,t))> (1.7)
teT \ieNC ieND '
=Y (¢, +C)"'P
teT

where A. ;, the vector of nodal prices at time period ¢, is defined as

Ap=(§ -1+ AT, — ) (1.8)

With this definition of the vector of nodal prices A. ¢, the optimization prob-
lem in (1.6) is precisely the set of optimization problems for GenCos (1.1)
and DSOs (1.2). Thus, the Lagrangian dualization yields a decentralized for-
mulation in which the ISO interacts with GenCos and DSOs through a price
signal and, thereby allowing the market participants to maintain the privacy
of their optimization data.

To obtain the solution to (1.4) we rely on convex duality [18] which states
the equivalence between (1.4) and its dual optimization problem given as

max ¢(£,€,¢,¢)
gecc T (1.9)
s.t. (§,6,¢,¢) > 0.

The solution to (1.9) could be obtained through a subgradient algorithm [10,
26] which is stated in Algorithm 1. For ease of presentation we introduce

¢, -17Pr,(X)
> o
vy = S JFi(v) = ! P"t()‘)f vteT
¢, AP, () + (1.10)

Ct _AP-*,t()‘)'i'
v=(vy,...,vp), Fv)=(F1(v),...,Fr(v))

where F' denotes the vector of dualized constraints and v the corresponding
multipliers. Note that F'; is denoted as a function of v, multipliers over all
time periods, since the optimization problem for GenCos (1.1) and DSOs (1.2)
are coupled across time periods. The update step for the multipliers in Algo-
rithm 1 only requires access to the optimal solution of the GenCos and DSOs.
Thus, they are quite simple to implement and fit the decentralized framework
very well. The typical number of iterations required for convergence of the
algorithm to a solution that is within € of the optimal solution is O(Z%). Thus,
a large number of communication rounds are required between the ISO and
the market participants (GenCos and DSOs) to achieve convergence. This
renders the algorithm quite slow in practice.
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Algorithm 1: Subgradient Algorithm

Let € € (0,1) be a desired convergence tolerance

Choose v = (73,22,7‘3,22) for all t € T as the initial guess.
Set k= 0.

repeat

4

5 Set AF according to (1.8)

6 For i € N9, solve (1.1) with X;,. = A¥
7

8

9

[y

w N

For i € NP, solve (1.2) with A =k
Choose v* (typically v* = k+1
Set v**+1 = max (0, 0% — v F (%))
10 Set e*t1 = || min(v*, F (%)) 0o

11 Set k=k+1

12 until e < e

1.4 Semismooth Equation Approach

We describe the semismooth equation approach of Curtis and Raghunathan [5]
for computing the competitive equilibrium. The optimality conditions [18] for
the ISO’s problem for all ¢t € T are

Au=(§-E)1+AT(¢, -C) (1.11a)
0<g LA"P,)>0 ( )
0<& L(-1TP. ;) >0 (1.11c)
0<¢, L(AP.+P)>0 (1.11d)

(- (1.1le)

0< Ct AP.,+ P ) >0
where for a pair of vectors {a,b} the expression 0 < a L b > 0 repre-
sents the conditions a; > 0, b; > 0, and a;b; = 0 for all . The constraints
n (1.11b)—(1.11e) are the so-called complementarity constraints [18]. Follow-
ing the definition in §1.2.4, competitive equilibrium is attained when the
conditions in (1.11) hold for P = P*(A). Following [5], we pose the ISO’s
market-clearing problem as the following implicit complementarity problem
(ICP)

0<v1Fw) >0 (1.12)

where (v, F) € R™ x R™ are as defined in (1.10) with m = (2 4 2|£|)T. We
call the complementarity problem in (1.12) as implicit since P*(X), which
appears in computation of F'(v), is obtained by solving a set of optimization
problems. Observe that the evaluation of P*(A) only requires communication
with the GenCos and DSOs through transmission of the price vector A. Thus,
the ICP (1.12) has the desired property of decoupling by participants and
allows the participants to mainatain privacy of their optimization problem.
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The following theorem formalizes the equivalence between the ICP (1.12)
and the competitive equilibrium.

Theorem 1. The following are equivalent:

(a) (137 X) 18 a competitive equilibrium;
(b) U solves the ICP (1.12) with 3\‘7,5 = @t — &)1+ AT(; —¢,)-

Proof. First, we show that (a) implies (b). Suppose (a) holds. From the def-
inition of competitive equilibrium in §1.2.4, P = P*(\). Since P solves the

ISO’s problem (1.3), we have that there exists multipliers (€,&,¢,¢) satis-

~

fying the optimality conditions in (1.11) with P = P*(A). Thus, (b) holds.
Now, suppose (b) holds. By the preceding arguments we have that first order
stationarity conditions of the ISO’s problem (1.3) hold. Since (1.3) is convex,
a first order stationary point is also a minimizer [18]. This completes the
proof.

To solve the ICP we rewrite the complementarity system using the Fischer
operator as
o(v1, F1(v))
P'B(v) = : : (1.13)
¢V, Fm (V)

where, given scalars a and b, the Fischer-Burmeister function [9] has the form

o(a,b) =Va?2+b>—a—0. (1.14)

Clearly, this latter function satisfies
¢(a,b) =0<= {a >0, b>0, and ab=0}. (1.15)

The articles [8, 22] discuss regularity properties and sophisticated imple-
mentations of semismooth Newton algorithms for complementarity problems
using the Fischer-Burmeister function. However, our formulation here is dif-
ferent in the sense that, in our context, the complementarity components v
and F(v) are both functions of v; hence, our formulation is somewhat more
straightforward.

At each iteration k of the semismooth Newton algorithm [14] the step dv*
is obtained as the solution of

PFB(WF) + HRav® =0, (1.16)

where HF represents the first-order variation of the function ®¥P at the point
v, We postpone the discussion on the computation of the matrix H* to
§1.4.3 and instead focus on the local convergence properties and algorithmic
details. The step dv* obtained by solving (1.16) is called the Semismooth
Newton step.
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1.4.1 Fast Local Convergence

Semismooth functions such as B are almost everywhere differentiable [14].

Further, at points of non-differentiability, P is directionally differentiable
and can be approached through a sequence of differentiable points. Conse-
quently, for any sequence of directions dv — 0 with associated Jacobians
H € 0&(v + dv) and directional derivatives (®¥B)'(v;dv), we have that

|Hdv — (27F) (v dv)|| = o(||dvl]). (L.17)

This Taylor-series-like property is sufficient to show that iterations defined
by (1.16) can converge locally superlinearly.

Theorem 2 ([14]). Suppose that F is continuously differentiable and v*
satisfies ®FB(v*) = 0 such that all H € 0P¥B(v*) are non-singular. Then,
for any v in a sufficiently small neighborhood of v*, it follows that ||LF! —
v < C|lv* — v¥||1Y for some C >0 and v > 0.

In the present setting, F' is not continuously differentiable, only piece-
wise differentiable (PC') since Pj (-) are PC' [5]. The main result in [5]
proves local superlinear convergence for F € PC'. Hence, the semismooth
Newton iteration [5] converges fast locally, unlike a conventional subgradient
approach. We provide numerical evidence for this in §1.5.

1.4.2 Algorithm

To promote global convergence, we employ a line-search based on the merit
function U¥B(v) := [|#FB(v)||2, the 2-norm of the vector #¥B(v). Ob-
serve that the minimum of ¥¥B(v) is 0 corresponding to a solution of the
ICP (1.12). Thus, reduction of the merit function ¥¥B(v) can be used to
certify that the steps of the algorithm ultimately decrease the distance to a
solution of the ICP. Given a direction dv*, the step length o is determined
as the largest o* € (0,1] such that the sufficient decrease condition

TFBWF L oFduk) < OFBWR) + o VB (k) Tap® (1.18)

holds where € (0,1); e.g., one typically chooses 7 = 10~%. The step-length
a® may be obtained using a backtracking line-search starting from 1 and
multiplying by a constant factor p € (0,1) until the sufficient decrease con-
dition holds (1.18). The complete steps of the algorithm are provided in
Algorithm 2. At each iteration of the algorithm the ISO computes the price
vector A (Step 5) and communicates the nodal price vector )\f; . to the GenCos
and DSOs to obtain their optimal power generation and consumption levels

(Steps 6 and 7). The sensitivity of these power levels to the nodal prices are
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computed by finite difference in Step 8. To compute the sensitivity of a par-
ticular participant i € N requires 2 - T' calls to the participant to solve the
respective optimization problems (1.1) or (1.2) for different perturbations of
the price vector. This operation can be performed in parallel for each par-
ticipant ¢ € N. We emphasize again that the computation of the sensitivity
does not require any modification in the optimization problems of the mar-
ket participants. The computation of the matrix H* in Step 9 is described
in §1.4.3.

Algorithm 2: Semismooth Newton Algorithm

1 Choose a convergence tolerance € € (0, 1).

2 Choose an initial guess v9 = (7‘2,58,7?,28) for all t € 7. Choose {n, p} C (0,1).
3 Set k=0.

4 repeat

5 Set A* according to (1.8).

6 For i € N, compute P; (AF ) from (1.1)

7 For i € NP, compute P; _(AF ) from (1.2).
apP:

8 For i € N,t € T compute Pi as

OXiy

)\1‘/ + for 4’ i,t, t

Set Af, = 't ,,7&, ,;é

’ Aijg £0 fori’ =id,t' =1¢

Compute P; (X)), P; (A7) from (1.1) for i € N or (1.2) for i € NP
oP;.  P;.(AL)-P*(\)

Set =
Ot 25

for some § > 0.

9 Compute H* using (1.19) and dv* using (1.16).
10 Find the smallest integer n > 0 such that (1.18) holds for a* = p™.
11 Set vrtl = pF 4 akdv* and k =k +1
12 until ||FB(LF)|le <€

1.4.3 Computing H*

The matrix H* is defined as
H* = DF + DLV, F(F)T (1.19)

where
VVF(Vk) = [VyFl(uk) e VyFm(uk)] (1.20)
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with F(-) in (1.20) denoting the j-th component of F, and V, F}(-) is the
gradient of Fj(-) with respect to v. Note that F;(-) is different from the
boldface notation F';(-) used in (1.10) and is being used to simplify the pre-
sentation of the matrices D, Di%. Likewise, v; represents the j-th component
of the m-dimensional vector v and is different from the boldface notation v/,
in (1.10). The matrices DX and D% are diagonal and are defined as described
next. Introducing the set Bk = {j | vj = 0= F;(v*)}, the diagonal matrices
can be obtained as

k
L o
(D5 = <”< FE R 1) Vigps
<<wTVFj<vk>>| 1) vIes
L”k) _ ’ .
(II( NN 1) Vi¢n

2TV E; (V) 3 . &
(u(zj,zTVFj(uk)) 1) vIEep

[DFlj5 =

where z is chosen such that z; = 1 for j € ¥ and 0 otherwise [17].
To present the expression for the matrix V, F(v*)T we recall from (1.8)
and (1.10) that the vectors v and F have the following structure
v=(vy,...,vr), A = By,
and F(v) = (F1(v),..., Fr(v)), Fy(v) = BTPit()\) + b, (1.21)

where B = [-11-A" A"] | b" = [o 0P ﬁT} :

Then the change in the function F;(v*) due to a perturbation Av in the
variables v* can be approximated to the first order as

F,(vF + Av) — Fy (V%) = BT(P?,(A" + AX) — P2, (AY))

T T aP* )\k)
~B" (Y Vi P ,(ANTAXN | =B" Z . " CBAv.,

s=1

OPT (AF)

where in the last equality we have used AX. ; = BAv, by (1.21) and —55—=

ap#wt(xk)] _ ap*f(x )
13

is a diagonal matrix with { . g forj=1,..., |V and is

obtained using the computed sensitivities (step 8 in Algorithm 2). Thus, the
Jacobian V, F(v*)T can be expressed as
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oP* [(NF oP*  (AF
V., FMT = : ) :
TP (A*) T 0P +(AF)
B X 1 B---B X T B

The matrix H* is dense and there is no discernible structure that can be
exploited in the solution of the linear system (1.16).

1.5 Numerical Results

We consider IEEE networks for testing the performance of the Algorithms 1
and 2. The algorithms were implemented in MATLAB and executed on a
machine with 3.2 GHz Intel Core i7-3930K CPU, 32 GB RAM. Table 1.1
presents information on the number of GenCos, DSOs and lines in the differ-
ent test cases. The rest of the section is organized as follows: §1.5.1 presents
the results for single time period market clearing while §1.5.2 presents the
multiple time period market clearing.

Name | NG| | |NP]|]|L]
case9 3 3 9

casel4 5 11 20
case30 6 20 41
case39 10 21 46
caseb7 7 42 80
casell8 54 99 186
case300 69 191 |411

Table 1.1 Problem size information for the test instances.

1.5.1 Single Period Market Clearing

We choose the cost function for the GenCos as a strictly convex quadratic
function, ¢;(P) = c1; P + c2; P? where cp; > 0. The values for the coefficients
c1; and co; are generated randomly. The utility function for the DSOs is
chosen as a strictly concave quadratic function, u;(—P) = w1 (—P) + ug; P?
where uy; < 0. The coefficient values uy; and ug; are generated randomly.
The demands at the buses are allowed to vary between 80% and 120% of the
nominal demand specified in the test cases available in MATPOWER [32].
Table 1.2 summarizes the performance statistics of Algorithm 2 versus Algo-
rithm 1 (a subgradient algorithm) for a single time period (7" = 1) market
clearing problem. The reported numbers are averaged over 10 different runs
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in which the DSO’s utility functions and demands are varied. The conver-
gence tolerance for both algorithms was set to € = 107°. Note that the error
measures used for Algorithms 1 and 2 are distinct but equivalent measures
of the error in satisfying the ICP (1.12). The subgradient algorithm hits the
iteration limit of 100000 on most instances, whereas Algorithm 2 solves the
problems in very few iterations with modest function evaluation counts. Fur-
ther, Algorithm 2 is 2-3 orders of magnitude faster than the subgradient
algorithm in terms of CPU time. The number of function evaluations in Ta-
ble 1.2 also includes those required for the sensitivity matrices 0P, /OX. ;
in Step 8 of Algorithm 2.

Figure 1.1 plots the typical progress of the error (|| ®B(v¥)|,) in satisfying
ICP (1.12) against the iteration index. The semismooth Newton algorithm
dominates the subgradient method for all tolerance levels. Further, the con-
vergence rate is indeed superlinear as predicted by Theorem 2 and is key
to explaining the observed acceleration in convergence over the subgradient
method.

Subgradient
Semismooth

Error
=)

Iteration #

Fig. 1.1 Plot of error against iteration index for the algorithms.

Name m Algo. 2 - Semismooth Algo. 1 - Subgradient
Avg. #Iters.[Avg. #Fcn.[Avg. CPU (s)|Avg. #lters.[Avg. CPU (s)
case9 20 5.4 28.7 0.03 100000 1.8
caseld | 42 5.7 59.0 0.06 100000 2.1
case30 | 84 5.2 26.5 0.05 100000 3.1
case39 | 94 10.0 109.7 0.13 43262 1.6
caseb7 | 162 6.8 33.1 0.12 100000 2.7
casell8| 374 6.2 42.0 0.86 100000 4.5
case300| 824 7.2 28.7 4.03 100000 20.1

Table 1.2 Results for the single time period (7" = 1) market clearing problem using
Algorithms. m - size of the vector v, Avg. #lters. - average number of iterations,
Avg. #Fcn. - Average number of function evaluations, Avg. CPU (s) - average CPU
time in seconds.
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As mentioned in the introduction, Motto et al [20] had also proposed an
approach that is quite similar to the implicit equation approach. The authors
employed a pure Newton strategy without any line-search. Table 1.3 presents
the results using the pure Newton algorithm of [20]. The algorithm was set
a limit of 1000 iterations. Table 1.3 clearly shows that employing the pure
Newton strategy is not robust. The algorithm of [20] stops on attaining the
iteration limit on all instances of casel4, caseb57, casell8 and on 9 of the 10
instances of case30. On the test cases where all the instances were solved
- case9, case39 and case300 - the iteration count is comparable to that of
the semismooth Newton algorithm proposed in this paper. Thus, it is quite
evident that in the single period market clearing the semismooth Newton
algorithm (Algorithm 2) based on the implicit complementarity (ICP) for-
mulation (1.12) is computationally efficient and robust in its convergence.

Name Algorithm in Motto et al. [20]
Avg. #Iters.|Avg. #Fcn.[Avg. CPU (s)
case9 5.0 16.0 0.02
caselq 1000.0 3000.0 4.71
case30 901.4 2705.2 6.58
case39 8.0 25.0 0.07
caseb7 1000.0 3000.0 13.91
casell8 1000.0 3000.0 83.31
case300 24.1 73.3 13.64

Table 1.3 Results for the single time period (T' = 1) market clearing problem. Avg.
#Iters. - average number of iterations, Avg. #Fcn. - Average number of function
evaluations, Avg. CPU (s) - average CPU time in seconds.

1.5.2 Multiperiod Market Clearing

We now explore the computational performance of the multiperiod market
clearing problems as the number of time periods is varied. We consider 5 dif-
ferent time periods T' € {2,4,8,16,32}. In the multiperiod setting we impose

that AF? = 0.25(?? — PY) and BiD’tOt to be the nominal demand specified
in the input file multiplied by the number of time periods. Table 1.4 lists
the size of the vector of unknowns v € R™ in the implicit complementarity
formulation (1.12) for the different problem instances and time periods. The
size of the problem m dictates the number of floating point operations re-
quired to solve the linear system in (1.16) in order to compute the Newton
step dvF at each iteration of Algorithm 2. Since the matrix H* is expected
to be dense, the number of number floating point operations required scales
as m> and will be reflected in the computational time of the algorithm. We
will highlight this aspect in our discussion on CPU times.
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Tables 1.5 and 1.6 list the number of iterations and function evaluations
taken by Algorithm 2 on the different instances and time periods. From the
tables it is clear that the number of iterations of Algorithm 2 is independent
of the increase in the number of time periods. This is a very desirable feature
for practical algorithms. However, the number of function evaluations scales
linearly with the number of time periods.

Table 1.7 lists the CPU time in seconds taken by the algorithm on the
different problem instances and time periods. The reported times include the
time performing the step computation in (1.16) and also for the function eval-
uations. The number reported in the parenthesis is the percentage of time
that is spent in computing the sensitivity matrices OP; /OX;. In our imple-
mentation the sensitivity computations for all the participants are performed
serially. If these computations are performed in parallel as will be the case
in a practical implementation, then the expected speed-ups are reported in
Table 1.8. The speed up is computed as

Tepu
Tcpu — Tsen + Tsen/|~/\/‘

speedup =

where 7p,, is the total CPU time taken by Algorithm 2 as reported in Ta-
ble 1.7 and 7, is the CPU time spent in sensitivity evaluation. Note that
this computation does include the communication overheads that are typi-
cally involved in a parallel computing framework. From Table 1.8 it is evident
that we can attain almost an order of magnitude speedup up to time peri-
ods T' < 4 on the larger instances. However as the number of time periods
increases the time involved in the step computation (1.16) dominates the
overall CPU time and as a consequence the speedups are not significant.

Name |(T=2|T=4|T=8|T=16|T =32
case9 40 80 160 320 640
casel4 84 168 336 672 1344
case30 168 336 672 1344 2688
case39 188 376 752 1504 3008
cased7 324 648 | 1296 | 2592 5184
casell8| 748 | 1496 | 2992 | 5984 | 11968
case300 | 1648 | 3296 | 6592 | 13184 | 26368

Table 1.4 Summary of the number of constraints in the implicit complementarity
problem (ICP) formulation (1.12) for the different instances and time periods.

1.6 Conclusions

In this paper, we have presented a novel semismooth Newton algorithm for
multiperiod electricity markets. The approach is decentralized in that it only
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Name (T =2(T=4|T=8|T=16|T =32
case9 5 5 5 5 5
casel4 6 6 6 5 5
case30 5 5 5 4 4
case39 10 10 10 10 10
caseb7 4 4 4 4 4
casell8 5 5 5 5 5
case300 7 6 6 6 6

Table 1.5 Summary of the iterations taken by the semismooth Newton algorithm
(Algorithm 2) to solve the multiperiod market clearing problem.

Name |T=2|T=4|T=8|T=16|T =32
case9 36 76 156 316 636
caseld 94 142 238 367 687
case30 41 81 161 258 514
case39 154 234 394 714 1354
caseb7 29 61 125 253 509
casell8| 49 89 169 329 649
case300| 74 115 211 403 787

Table 1.6 Summary of the function evaluations taken by the semismooth Newton
algorithm (Algorithm 2) to solve the multiperiod market clearing problem.

Name T=2 T=4 T=38 T =16 T =32
cased | 0.2 (93.6%) | 0.5 (96.9%) | 1.0 (98.0%) | 2.2 (97.5%) | 5.0 (96.9%)
caseld | 0.7 (86.7%) | 1.6 (92.0%) | 3.4 (93.8%) | 6.3 (93.6%) | 14.6 (90.7%)
case30 | 0.9 (96.3%) | 2.1 (96.4%) | 4.9 (95.7%) | 9.3 (93.8%) | 22.9 (86.6%)
case39 | 2.1 (90.1%) | 4.9 (93.2%) | 11.3 (92.7%) | 26.5 (88.6%) | 67.9 (79.2%)
case57 | 1.4 (97.6%) | 3.8 (95.6%) | 8.9 (92.8%) | 22.0 (85.6%) | 70.9 (74.7%)
casell18 | 7.3 (96.0%) |20.8 (93.3%)| 49.5 (88.4%) | 169.9 (77.4%) | 736.4 (64.1%)
case300 [36.3 (93.7%)|75.0 (88.2%)[278.2 (78.4%)[1253.0 (64.9%)[9182.8 (37.4%)

Table 1.7 Summary of the CPU time in seconds taken by the semismooth Newton
algorithm (Algorithm 2) to solve the multiperiod market clearing problem. The num-
ber in the parenthesis is the percentage of time spent in evaluating the sensitivities.

Name [T =2|T=4|T=8|T=16|T = 32
case9 4.54 | 5.19 | 5.46 5.33 5.19
caseld | 5.34 | 7.27 | 8.29 8.17 6.70
case30 | 13.48 | 13.73 | 12.49 | 10.21 5.96
case39 | 7.78 | 10.19 | 9.69 7.00 4.29
caseb7 | 22.83|15.72|11.02| 6.19 3.73
casell8| 21.73 | 13.64 | 8.22 4.32 2.75
case300| 15.12 | 8.24 | 4.56 2.83 1.59

Table 1.8 Summary of the potential speedup in computations when parallel com-
putations are taken into consideration.

requires the GenCos and DSOs to communicate their optimal response to the
price signal from the ISO. The proposed approach is shown to be robust in
converging to a tight tolerance of 1076, For the single period market clearing
the proposed algorithm requires about 4 orders of magnitude fewer func-
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tion evaluations than a subgradient algorithm. Our numerical experiments
demonstrate that the algorithm scales very well with the number of time
periods. The communication requirement for the semismooth Newton algo-
rithm (Algorithm 2) is identical to that of that of the subgradient algorithm
(Algorithm 1). Hence, the proposed approach can be readily implemented in
practice.

There are a number of extensions for this work. We outline some of them
below.

e In the current paper, the GenCo problem (1.1) does not include startup or
shutdown costs and minimum up or down time for generators. Modeling
such operations requires the introduction of binary variables which renders
the GenCo problem non-convex. Our algorithm can be easily extended to
the GenCo problem resulting from relaxing the binary variables to be
continuous and replacing the feasible region by the convex hull [25, 6].

e The current chapter assumes a lumped model for DSOs and no distributed
generation. The proposed approach to DSOs where the electrical network
of the DSO is also modeled and distributed generation is included. We
believe this is a straightforward extension.

e We will also investigate the applicability of the approach when the DSO’s
power flow is modeled using AC power flow equations. In this context, we
will also explore the convex SDP relaxation [15] which has shown to have
zero duality gap in a number of instances.

Acknowledgements We are grateful to the referees for a careful reading of the
manuscript and bringing to our attention the subtleties of social welfare maximization.
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