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Abstract
We present a neural conversation system that incorporates mul-
tiple sequence-to-sequence models, sequence adversarial train-
ing, example-based response selection, and BLEU-based Min-
imum Bayes Risk (MBR) decoding. The system was trained
and tested using the 6th Dialog System Technology Challenges
(DSTC6) Twitter help-desk dialog task. Experimental results
demonstrate that adversarial training and the example-based
method are effective in improving human rating score while
system combination with MBR decoding improves objective
measures such as BLEU and METEOR scores. Moreover, we
investigate extension of the reward function for sequence ad-
versarial training in order to balance subjective and objective
scores.
Index Terms: dialog system, conversation model, sequence-to-
sequence model, sentence generation

1. Introduction
Dialog system technology [1, 2, 3] has been widely used in
many applications. Generally, a dialog system consists of
a pipeline of data processing modules, including automatic
speech recognition (ASR), spoken language understanding
(SLU), dialog management (DM), sentence generation (SG),
and speech synthesis. The SLU module predicts the user’s in-
tention from the user’s utterance [4, 5], usually by converting
text or ASR result to a semantic representation consisting of a
sequence of concept tags or a set of slot-value pairs. The DM
module chooses the next system action/response based on the
current state and the user’s intention. The SG module gener-
ates system reply sentences corresponding to the selected reply
policy.

Recently, dialog systems have greatly improved because the
accuracy of each module has been enhanced by machine learn-
ing techniques. However, there are still some problems with us-
ing the pipeline of modules architecture: The SLU, DM, and SG
modules each require their own set of manually labeled training
data. The DM and SG modules often rely on hand-crafted rules.
In addition, such dialog systems are often not good at flexible
interaction outside predefined scenarios, because intention la-
beling schemes are limited by the scenario design. For all of
these reasons, conventional dialog systems are expensive to im-
plement.

To solve these problems, end-to-end dialog systems are
gathering attention in the research field. The end-to-end ap-
proach utilizes only paired input and output sentences to train
the dialog model without relying on pre-designed data process-
ing modules or intermediate internal data representations such
as concept tags and slot-value pairs. End-to-end systems can
be trained to directly map a user’s utterance to a system re-
sponse sentence and/or action. This significantly reduces the

data preparation and system development cost. Recently, sev-
eral types of sequence-to-sequence models have been applied to
end-to-end dialog systems, and it has been shown that they can
be trained in a completely data-driven manner. The end-to-end
approach also has a potential to handle flexible conversation be-
tween the user and the system by training the model with large
conversational data [6, 7].

In this paper, we propose an end-to-end dialog system based
on several sequence-to-sequence modeling and decoding tech-
niques, and evaluate the performance with the 6th dialog sys-
tem technology challenges (DSTC6)[8] end-to-end conversa-
tion modeling track [9]. DSTC was originally a series of dialog
state tracking challenges [10], where the task was to predict a
set of slot-value pairs for each utterance or segment in a dia-
log [11]. From the 6th challenge, the focus of DSTC has been
expanded to broader areas of dialog system technology. The
goal of the end-to-end conversation modeling track task is to
generate system sentences in response to each user input in a
given context. In this task, the training and test data consists
of un-annotated text dialogs which are relatively inexpensive to
collect for real tasks.

Our proposed system has several key features including se-
quence adversarial training, example-based response selection,
multiple sequence-to-sequence models, and minimum Bayes
risk (MBR) decoding, where the multiple models are a long
short-term memory (LSTM) encoder decoder, a bidirectional
LSTM (BLSTM) encoder decoder, and a hierarchical recur-
rent encoder decoder (HRED). A system combination is per-
formed to combine the multiple hypotheses from these models
to improve BLEU score. Sequence adversarial training and the
example-based method are used to obtain a high human rating
score. Experimental results on the Twitter help-desk dialog task
show that adversarial training and the example-based method
are effective in improving human rating score while system
combination improves objective measures such as BLEU and
METEOR scores (We might change this part after getting hu-
man rating results). Furthermore, we investigate extension of
reward functions for sequence adversarial training to balance
subjective and objective scores.

2. End-to-end Conversation Modeling
This section explains the neural conversation model of [6],
which is designed as a sequence-to-sequence mapping process
using recurrent neural networks (RNNs). Let X and Y be in-
put and output sequences, respectively. The model is used to
compute posterior probability distribution P (Y |X). For con-
versation modeling, X corresponds to the sequence of all pre-
vious sentences in a conversation, and Y is the system response
sentence we want to generate. In our model, both X and Y are
sequences of words. X contains all of the previous turns of the



conversation, concatenated in sequence, separated by markers
that indicate to the model not only that a new turn has started,
but which speaker said that sentence. The most likely hypothe-
sis of Y is obtained as

Ŷ = arg max
Y ∈V∗

P (Y |X) (1)

= arg max
Y ∈V∗

M∏
m=1

P (ym|y1, . . . , ym−1, X), (2)

where V∗ denotes a set of sequences of zero or more words in
system vocabulary V .

Let X be word sequence x1, . . . , xT and Y be word se-
quence y1, . . . , yM . The encoder network is used to obtain hid-
den states ht for t = 1, . . . , T as:

ht = LSTM (xt, ht−1; θenc) , (3)

where h0 is initialized with a zero vector. LSTM(·) is a LSTM
function with parameter set θenc.

The decoder network is used to compute probabilities
P (ym|y1, . . . , ym−1, X) for m = 1, . . . ,M as:

s0 = hT (4)
sm = LSTM (ym−1, sm−1; θdec) (5)

P (y|y1, . . . , ym−1, X) = softmax(Wosm + bo), (6)

where y0 is set to <eos>, a special symbol representing the
end of sequence. sm is the m-th decoder state. θdec is a set of
decoder parameters, and Wo and bo are a matrix and a vector.
In this model, the initial decoder state s0 is given by the final
encoder state hT as in Eq. (4), and the probability is estimated
from each state sm. To efficiently find Ŷ in Eq. (2), we use a
beam search technique since it is computationally intractable to
consider all possible Y .

3. The MELCO/MERL System
Figure 1 shows the architecture of our DSTC6 end-to-end con-
versation system. In the training phase, the upper part of
the figure, a sequence-to-sequence model is trained with the
Cross-Entropy (CE) criterion using the training corpus, where
the model can be LSTM, BLSTM or HRED. Furthermore,
sequence adversarial training is optionally performed for the
model to generate better sentences.

In the generation phase (the lower part of figure), we em-
ploy model-based sentence generation and example-based re-
sponse selection. The generated or example-based responses
are selected based on a threshold. We also apply a system com-
bination technique to enhance the response sentence by com-
bining multiple hypotheses generated by different models. We
describe each module in the following subsections.

3.1. Conversation models

We employ three types of sequence-to-sequence models. Fig-
ure 2 (a) shows a LSTM encoder decoder described in Section
2. Figure 2 (b) shows a BLSTM encoder decoder, where the
encoder has bidirectional layers. The last hidden and cell vec-
tors of the forward layer and the first hidden and cell vectors
of the backward layer are concatenated and fed to the LSTM
decoder. Figure 2 (c) shows a HRED [12], which has a hier-
archical structure of word-level and sentence-level propagation
processes. In the word-level layer of the encoder, a sentence
embedding vector is obtained at each sentence end, which is fed

CE	
  training	
  

Model definition 

LSTM	
  
BLSTM	
  
HRED	
  

HRED	
  

BLSTM	
  

LSTM	
  

Example	
  
search	
  

Sentence	
  
genera:on	
  

System	
  
combina:on	
  

Dialog 
context 

Similarity-­‐based	
  
combina:on	
   Response 

sentence 

Training	
  
corpus	
  

Adversarial	
  
training	
  

Training phase 

Generation phase 

Figure 1: The MELCO/MERL system
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(c) Hierarchical recurrent encoder decoder (HRED) [12]

Figure 2: Sequence-to-sequence models

to the sentence-level layer. The last hidden state of the sentence-
level layer is fed to all the decoder states as an entire contextual
information. In our system, the initial encoder state of each
word-level layer is also given from the last state of the previous
sentence, and the initial decoder state is given from the last en-
coder state of the word-level layer, which are depicted as dashed
lines in the figure. An HRED model can capture sentence-level
state transitions in the dialog, which is potentially effective to
predict the next response when it has longer contextual infor-
mation.

3.2. Sequence adversarial training

We apply an adversarial training scheme [13] to our conver-
sation models to generate more human-like sentences. In the
adversarial training, a generative model and a discriminator are
jointly trained, where the discriminator is trained to correctly
classify system generated sentences and human generated sen-
tences as a binary classification problem, and the generative



model is trained to generate sentences so that they are judged
as human generated sentences by the discriminator.

Adversarial training was originally proposed for image gen-
eration tasks. It has also been applied to text generation tasks
such as sentence generation [14], machine translation [15], im-
age captioning [16], and open-domain dialog generation [17].

To train our models, we use a policy gradient optimiza-
tion based on the reinforce algorithm [18]. First, the generative
model, i.e., conversation model, is trained with the cross en-
tropy criterion. The discriminator is also trained using human
generated (positive) samples and machine generated (negative)
samples.

In the reinforce algorithm, the reward is given as the prob-
ability that the sentence is generated by human, which is com-
puted by the discriminator. The generative model is trained to
generate sentences to obtain higher rewards, which means that
generated sentences will become more human-like sentences.
The objective function for training the generative model is

J(θ) = EY∼PG(Y |X;θ)[PD(+1|{X,Y })], (7)

and its gradient is computed as

∇J(θ) ≈[PD(+1|{X,Y })− b({X,Y })]

∇
∑
t

logPG(yt|X, y1, . . . , yt−1; θ), (8)

where θ is the set of parameters of the generative model,
PG(Y |X; θ) is the probability distribution on Y given X , and
PD(+1|{X,Y }) is the probability that Y is generated by a hu-
man (rather than by a machine) in response to X . b({X,Y }) is
the baseline value [18]. The generative model and the discrimi-
nator are alternately updated through the training iterations. We
also added a teacher forcing step, i.e., updating with the cross-
entropy criterion for the generative model as in [17].

Moreover, we modify the reward function to regularize the
generative model as

J(θ) = EY∼PG(Y |X;θ)[PD(+1|{X,Y }) + λSim(Y, Y ′)],
(9)

where we incorporate a similarity measure between the gener-
ated sentence Y and the reference (ground truth) sentence Y ′ in
the reward function. We use a similarity function Sim(Y, Y ′)
with scaling factor λ, which is a cosine similarity between av-
erage word embedding vectors of the sentences. We used the
same embedding model as the example-based method in 3.3.

3.3. Example-based response selection

We use an example-based method to generate system response
when we find a similar context to the input in a training cor-
pus. Suppose dialogs in the training corpus are represented as
following format:

(X ′i, Y
′
i ), i = 1, ..., N (10)

where X ′i is the sequence of all previous sentences in dialog
i, Y ′i is the system response, and N is the total number of di-
alogs in the corpus. Given previous sentences X as an input,
the similarity between X and X ′i is computed for each training
dialog, where a cosine similarity is used. Then reference Y ′i
corresponding to the highest similarity is regarded as system
output Ŷ , i.e.,

Ŷ = Y ′î (11)

î = arg max
i=1,...,N

Sim(X,X ′i). (12)

When computing the similarity, word vectors obtained by
word2vec [19] is applied to feature extraction. Firstly a training
corpus is used to obtain a word2vec model. Secondly, vector of
each word in input sentences is summed as final feature vector.

Example-based response selection is combined with other
sentence generation methods as shown in Figure 2. If the sim-
ilarity score of the best sentence(s) from the example-based
method is larger than a predefined threshold, example-base sen-
tences will be used as the final system response output, other-
wise generated sentences will be used.

3.4. System combination

System combination is a technique to combine multiple hy-
potheses. Each component system generates sentence hypothe-
ses based on a single model, and the hypotheses of multiple sys-
tems are combined to generate a better response. Although sys-
tem combination has previously been applied to speech recog-
nition [20, 21] and machine translation [22], it has not yet been
used for dialog response generation (to the best of our knowl-
edge).

To perform system combination, we apply a minimum
Bayes-risk (MBR) decoding [23, 24], which can improve the
sentence quality by focusing on a specific evaluation metric.
Here we use BLEU score [25].

In MBR decoding, the decoding objective is defined as

Ŷ = arg max
Y ∈V∗

∑
Y ′∈V∗

P (Y ′|X)E(Y ′, Y ), (13)

where E(Y ′, Y ) denotes an evaluation metric assuming Y ′ is
a reference (ground-truth) and Y is a hypothesis (generated de-
scription). For the BLEU [25] score, the evaluation metric can
be computed as

E(Y ′, Y ) = exp

(
N∑
n=1

log
pn(Y

′, Y )

N

)
× γ(Y ′, Y ), (14)

where N is the order of the BLEU score (usually N = 4), and
pn(Y

′, Y ) is the precision of n-grams in hypothesis Y . The
penalty term, γ(Y ′, Y ) = 1 if len(Y ′) < len(Y ) and exp(1−
len(Y ′)/ len(Y )) otherwise, penalizes hypotheses Y that are
shorter than reference Y ′.

Since it is intractable to enumerate all possible word se-
quences in vocabulary V , we usually limit them to the n-best
hypotheses generated by the system. Although in theory the
distributionP (Y ′|X) should be the true distribution, we instead
estimate it using the encoder-decoder model.

4. Experiments
4.1. Conditions

We evaluated our proposed system with the DSTC6 Twitter di-
alog task. Training, development and test sets were collected
from Twitter sites related to customer services. Table 2 shows
the size of each data set.

In order to be able to predict responses occurring partway
through a dialog, we expanded the training and development
sets by truncating each dialog after each system response, and
adding the truncated dialogs to the data sets. In each dialog,
all turns except the last response were concatenated into one
sequence to form input sequence X , with meta symbols <U>
and <S> inserted at the beginning of each turn to explicitly uti-
lize turn switching information. The last response was used as
output sequence Y .



Table 1: Evaluation results with objective measures based on 11 references and a subjective measure based on 5-level ratings

Methods BLEU4 METEOR ROUGE L CIDEr Skip Embedding Vector Greedy Human
Thought Average Extrema Matching Rating

Baseline [26] 0.1619 0.2041 0.3598 0.0825 0.6380 0.9132 0.6073 0.7590 3.3638
LSTM 0.2166 0.2147 0.3928 0.1069 0.6824 0.9187 0.6343 0.7719 -
BLSTM 0.2051 0.2139 0.3876 0.1077 0.6757 0.9185 0.6268 0.7700 -
HRED 0.1978 0.2106 0.3892 0.1035 0.6859 0.9221 0.6315 0.7729 -
3-System Combination 0.2205 0.2210 0.4102 0.1279 0.6636 0.9251 0.6449 0.7802 3.4332
LSTM+EG 0.2118 0.2140 0.3953 0.1060 0.7075 0.9271 0.6371 0.7747 3.3894
BLSTM/ADV 0.1532 0.1833 0.3469 0.0800 0.6463 0.9077 0.5999 0.7544 3.4381
BLSTM/ADV+EG 0.1504 0.1826 0.3446 0.0803 0.6451 0.9070 0.5990 0.7534 3.4453
BLSTM/ADV+CS+EG 0.1851 0.2040 0.3748 0.0965 0.6706 0.9116 0.6155 0.7613 3.4777

Table 2: Twitter data

train dev. test
#dialog 888,201 107,506 2,000
#turn 2,157,389 262,228 5,266
#word 40,073,697 4,900,743 99,389
#dialog (expanded) 1,043,640 126,643 -
#turn (expanded) 2,592,255 317,146 -
#word (expanded) 50,106,092 6,182,080 -

Table 3: Model size

encoder decoder
#layer #sent-layer #cell #layer #cell

LSTM 2 - 128 2 128
BLSTM 2 - 128 2 256
HRED 2 1 128 2 128

We built three types of models, LSTM, BLSTM, and HRED
for response generation using the expanded training set. We em-
ployed an ADAM optimizer [27] with the cross-entropy crite-
rion and iterated the training process up to 20 epochs. For each
of the encoder-decoder model types, we selected the model with
the lowest perplexity on the expanded development set. We also
decided the model size based on the BLEU score for the devel-
opment set, which resulted in Table 3.

We further applied adversarial training for each model,
where we built a discriminator as an LSTM-based sequence
classifier, which takes input sequence {X,Y } and returns prob-
ability PD(+|{X,Y }). We applied a linear layer on top of the
final hidden state of the LSTM, and the single output value is
converted to the probability using a sigmoid function. The dis-
criminator had two layers and 128 hidden units (cells) in each
layer. After pretraining, one generative model update and five
discriminator updates were alternately performed as in [17]. In
preliminary experiments, adversarial training was unstable for
LSTM encoder decoder and HRED with the LSTM discrimina-
tor. We only show the results for the BLSTM encoder decoder.

For example-based response selection, we trained a
word2vec model using the expanded training set. The dimen-
sion of word vectors was 200. The similarity threshold to use
the examples instead of the model-based responses was set to
0.9. We chose this threshold so that the BLEU score did not
degrade on the development set.

For system combination, we combined three system out-
puts from the LSTM, BLSTM, and HRED models. Each sys-
tem generated 20-best results. The models we used here were
trained with the cross entropy criterion. We did not use the mod-
els trained with the adversarial method or the example-based

method, since the aim of system combination was to improve
objective scores.

4.2. Results

Table 1 shows the performance of our models, training and de-
coding methods using objective measures, BLEU4, METEOR,
ROUGE L, CIDEr, SkipThought Cosine Similarity, Embed-
ding Average Cosine Similarity, Vector Extrema Cosine Simi-
larity, and Greedy Matching scores, which were computed with
nlg-eval1 [28]. The table also includes subjective evaluation
results based on human rating conducted by the challenge orga-
nizer, where each response was rated with score 1 to 5 by 10
human subjects given the dialog context, and the average score
for each system is shown in the table.

The baseline results were obtained with an LSTM-based
encoder decoder in [26], but this is a simplified version of [6],
in which back-propagation is performed only up to the previ-
ous turn from the current turn, although the state information
is taken over throughout the dialog. We used the default pa-
rameters, i.e., #layer=2 and #cells=512 for the baseline system.
‘EG’ and ‘ADV’ denote example-based response selection and
adversarial training. ’CSR’ means we used the cosine similarity
reward in addition to the discriminator scores as in Eq. (9).

The results show some improvement using system combi-
nation in most objective measures, although we used the BLEU
metric for MBR decoding. On the other hand, such objective
scores degraded slightly by example-based response selection
and significantly by adversarial training. Since our aim of using
these techniques was to improve the subjective measure rather
than the objective measures, we expected these results to some
extent. If we add the cosine similarity to the reward function,
we can mitigate the degradation of objective scores by adver-
sarial training.

Regarding the subjective evaluation, as we expected, the
example-based response selection and adversarial training im-
proved the human rating score. Finally, the objective function
based on adversarial training and the cosine similarity achieved
the best human rating score 3.4777.

5. Conclusion
We proposed a neural conversation system for the 6th Dialog
System Technology Challenge (DSTC6). In our experimental
results on a Twitter help-desk dialog task, adversarial training
and example-based response selection improved human rating
score while system combination with MBR decoding improved
objective measures such as BLEU and METEOR scores.

1https://github.com/Maluuba/nlg-eval
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