Abstract—We propose a control design for a constrained linear system to track reference signals within a given bounded error. The admissible reference signals are generated as output trajectories of a reference generator, which is a linear system driven by unknown bounded inputs. The controller has to track the reference signals and to never violate a given tracking error bound, while satisfying state and input constraints, for any admissible reference. The design is based on a model predictive controller (MPC) enforcing a polyhedral robust control invariant set defined by the system and reference generator models and constraints. We describe an algorithm to compute the robust control invariant set and how to design the tracking MPC law that guarantees satisfaction of the tracking error bound and of the system constraints, and achieves persistent feasibility. We demonstrate the proposed method in two case studies.

I. INTRODUCTION

Several control applications require a manipulated variable to track a time-varying reference signal with complicated behavior within given error bounds. For instance, in dual-stage processing machines in manufacturing [1], a slow stage with large workspace (also called operating range) moves a stage with much faster dynamics and limited workspace that actuates the work tool. Thus, the tool workspace is the sum of the stages’ workspace. Because of the timescale separation of the stages (often few orders of magnitude), to ensure tool trajectory tracking it is enough to control the slow stage so that its distance from the tool position reference is always within the operating range of the fast stage. The automotive and aerospace industries are also rich of applications. The engine torque in spark-ignition engines is obtained by controlling airflow and spark timing [2]. Due to the limited torque generated from spark timing, the airflow-generated torque must be controlled in a bounded range around the requested torque. In hybrid electric vehicles the combustion engine power needs to be controlled so that the difference with the driver-requested power can be achieved by electric power [3]. Vehicle cornering control and attitude control require that the difference with the driver-requested power can be achieved by electric power [3]. Vehicle cornering control and attitude control are inactive. Commonly, the class of reference signals consists of the outputs of a linear autonomous system.

The design of reference tracking controllers enforcing input and state constraints has mainly followed two approaches. In [6]–[12] reference tracking model predictive control (MPC) was proposed, usually focused on guaranteeing asymptotic offset-free control for references within a specific class of signals when the constraints are inactive. Commonly, the class of reference signals consists of the outputs of an autonomous linear system. Instead, in [13], [14] a reference governor (RG) is used. RG modifies the reference based on the system state to generate a virtual reference, so that the closed-loop system satisfies state constraints. RG achieves finite-time convergence of the virtual reference to a constant feasible reference, and hence asymptotic offset-free output tracking of constant feasible references.

In this paper we design a reference tracking controller that satisfies state and input constraints and guarantees a given bound on tracking error during both steady-state and transient, without modifying the reference signal. We consider a class of reference signals which is more general than the outputs of a linear autonomous system. The reference signal is the output of a “reference generator”, which is a constrained linear system driven by unknown bounded inputs. The simplest class of references that can be modeled with this approach [15, p. 159] is a bounded signal with bounded first derivative. Clearly, the class of references that can be produced is significantly richer than those produced by an autonomous linear system. Since the reference signal cannot be modified, the virtual setpoint-augmented MPC in [11], [16], which optimizes the reference jointly with the control commands, and the method in [17], which modifies the reference to keep the state trajectories in a specified region, are not applicable. The case of non-modifiable references is motivated by practical applications, such as in [1], [2], where the reference is generated offline or by supervisory algorithms to specify the specifications and to belong to a class of signals, and the control algorithm needs to guarantee that any reference within such class of signals can be tracked within the desired error bound.

The control design proposed here is based on computing offline a robust control invariant (RCI) set of plant and reference states for which there exists a control law that guarantees satisfaction of the constraints and of the bound on the tracking error at all times and for all admissible references. Such RCI is then enforced by MPC. Thus, the contributions of the papers are, (i) an algorithm for computing a polyhedral RCI set for the bounded tracking problem, and (ii), an MPC design that uses such RCI set to guarantee that the tracking error bound and the system constraints are persistently satisfied.

The paper is organized as follows. In Section II we review preliminary results and formalize the problem. In Section III we describe the algorithm to compute the RCI set for bounded tracking, which is used in Section IV to design the MPC controller for bounded tracking. In Section V we present case studies validating the approach, and in Section VI we summarize our conclusions.

Notation: $\mathbb{R}$, $\mathbb{R}_0^+$, $\mathbb{R}^+$ and $\mathbb{Z}$, $\mathbb{Z}_0^+$, $\mathbb{Z}^+$ are the sets of real, nonnegative real, positive real, and integer, nonnegative integer, positive integer numbers. By $[a]$ we denote the i-th component of $a$, for $a \in \mathbb{R}^n$, $b \in \mathbb{R}^m$, $(a, b) = [a' \ b']' \in \mathbb{R}^{n+m}$ is the stacked vector, and 1 and 0 are the identity and the zero matrices of appropriate size. By $\| \cdot \|$ we denote the $\infty$-norm (or 1-norm), and $B(p)$ where $p \in \mathbb{R}_+$ denotes the $\infty$-norm (or 1-norm) ball of appropriate dimension of radius $p$. For sets $A$, $D$, $\text{proj}_A(A)$ denotes the projection of $A$ onto the subspace that contains the vector $a$, $A \oplus D$ is the Minkowski (set) sum. For a discrete-time signal $x \in \mathbb{R}^n$ with sampling period $T_s$, $x_t$ is the value at sampling instant $t$, i.e., at time $T_s t$, and $x_k|t$ denotes the predicted value of $x$ at sample $t+k$, i.e., $x_{t+k}$, based on data at sample $t$, where $x_0|t = x_t$.

II. PRELIMINARIES AND PROBLEM DEFINITION

First we review results on invariant sets, see [19], [20] for details. Then, we formalize the problem tackled in this paper.

1Preliminary results were presented in [18].
A. Preliminaries on Invariant Sets

Consider the system

$$x_{t+1} = f(x_t, u_t, w_t),$$

where $x \in \mathbb{R}^n$, $u \in \mathbb{R}^m$ and $w \in \mathbb{R}^d$ are the state, input and disturbance vectors, respectively, subject to the constraints

$$x_t \in X, \ u_t \in U, \ w_t \in W, \ \forall t \in \mathbb{Z}_{0+}. \quad (1)$$

A robust control invariant set in $X$ is a set of states for which there exists a control law such that (1) never violates (2) for any sequence of disturbances such that $w_t \in W$ for all $t \in \mathbb{Z}_{0+}$.

Definition 1 (Robust control invariant set): A set $C \subseteq X$ is said to be a robust control invariant (RCI) set for (1), (2) if

$$x_t \in C \Rightarrow \exists u_t \in U : f(x_t, u_t, w_t) \subseteq C, \ \forall u_t \in U, \ \forall t \in \mathbb{Z}_{0+}. \quad (2)$$

The maximal RCI set $C^{\infty}$ contains all other RCI sets in $X$. \qed

The computation of RCI sets relies on the Pre-set operator

$$\text{Pre}(S, W) \triangleq \{ x \in \mathbb{R}^n : \exists u \in U : f(x, u, w) \subseteq S, \ \forall w \in W \},$$

which computes the set of states of (1) that can be robustly driven to the target set $S \in \mathbb{R}^n$ in one step.

The procedure to compute the maximal RCI set for (1) subject to (2) based on (3) is summarized by the following algorithm.

Algorithm 1 (Computation of $C^{\infty}$):

1) $\Omega_0 \leftarrow X$
2) $\Omega_{k+1} \leftarrow \text{Pre}(\Omega_k, W) \cap \Omega_k$
3) If $\Omega_{k+1} = \Omega_k$, $C^{\infty} \leftarrow \Omega_k$, return
4) $k \leftarrow k + 1$, goto 2.

Algorithm 1 generates the sequence of sets $\{\Omega_k\}_k$, satisfying $\Omega_{k+1} \subseteq \Omega_k$ for all $k \in \mathbb{Z}_{0+}$. In general, Algorithm 1 may not terminate. If the algorithm terminates in a finite number of iterations $k^*$, $\Omega_{k^*}$ is the maximal RCI set $C^{\infty}$ for (1) subject to (2). If for some $k$, $\Omega_k = \emptyset$, no RCI set exists. See [19] for details on the termination of Algorithm 1.

Definition 2 (Input admissible set of $C$): Given a RCI set $C$ for (1), (2), the input admissible set for $x \in C$ is

$$C^u(x) = \{ u \in U : f(x, u, w) \subseteq C, \ \forall w \in W \},$$

where $C^u(x) \neq \emptyset$ if $x \in C$, and $C^u(x) = \emptyset$ if $x \notin C$.

Definition 3: When $W = \{0\}$, i.e., (1) is not subject to disturbances, $C$ in Definition 1 is called control invariant (CI) set.

B. Problem definition

Consider the discrete-time linear system

$$x_{t+1} = Ax_t + Bu_t \quad \gamma_t = Cx_t,$$

where $x \in \mathbb{R}^n$, $u \in \mathbb{R}^m$ and $y \in \mathbb{R}^p$ are the state, input and output vectors, respectively. System (4) is subject to the constraints

$$x_t \in X, \ u_t \in U, \ \forall t \in \mathbb{Z}_{0+}. \quad (5)$$

We want (4) to track within a given error bound the time-varying reference signal $y^*_t$ generated by the reference model

$$r_{t+1} = A'r_t + B'r \gamma_t \quad \gamma_t = C'r_t,$$

where $r \in \mathbb{R}^{n_r}$, $\gamma \in \mathbb{R}^{m_r}$ and $y^* \in \mathbb{R}^p$ are the reference model state, input, and output vectors, respectively, subject to the constraints

$$r_t \in \mathcal{R}, \ \gamma_t \in \Gamma. \quad (7)$$

We assume that the input to (6) is selected by a reference generation algorithm (RGA). At every time instant $t \in \mathbb{Z}_{0+}$, RGA computes $\gamma_t \in \Gamma$ based on $r_t \in \mathcal{R}$ such that $r_{t+1} \in \mathcal{R}$. Thus, $r_t \in \mathcal{C}^r$ where $\mathcal{C}^r$ is a CI set for (6), (7), and RGA chooses $\gamma_t$ such that $r_t \in \mathcal{C}^r$. By the definitions in Section II-A, $\mathcal{C}^r$ for (6), (7) is such that

$$r_t \in \mathcal{C}^r \Rightarrow \exists \gamma_t \in \Gamma : r_{t+1} \in \mathcal{C}^r, \ \forall t \in \mathbb{Z}_{0+}, \quad (8)$$

and $\mathcal{C}^r(r)$ is the input admissible set associated to $\mathcal{C}^r$ in (8). The properties of the RGA are summarized in the following assumption.

Assumption 1: At every $t \in \mathbb{Z}_{0+}$, given $r_t \in \mathcal{C}^r$, where $\mathcal{C}^r$ is a known CI set of (6), (7), the RGA enforces $r_{t+1} \in \mathcal{C}^r \subseteq \mathcal{R}$ by selecting $\gamma_t \in \mathcal{C}^r(r_t) \subseteq \Gamma$. \qed

If (6) is an integrator ($A' = 1$, $B' = 1$, $C' = 1$), then $\mathcal{C}^r(\infty) = \mathcal{R}$, $\mathcal{C}^r(r) = \{ \gamma \in \Gamma | r + \gamma \in \mathcal{R} \}$. In general, the bounds on $r$ induce state-dependent bounds on $\gamma$. For instance, when at close to the border of $\mathcal{C}^r$, not all the values in $\Gamma$ are admissible for $\gamma$.

The RGA is separated from the controller and, as opposed to the approach in [11], [16], [17], its output cannot be modified by the controller. Also, as opposed to the reference governor [13], [14], the RGA does not guarantees the enforcement of system constraints. The RGA only guarantees that the reference signal will satisfy (7). The tracking control design proposed in this paper does not depend on a specific RGA, but only requires Assumption 1 to be satisfied.

The problem we address in this paper is formalized as follows.

Problem 1: Consider system (4) subject to (5), reference model (6) subject to (7), and a given tracking error bound $\epsilon \in \mathbb{R}_+$. Let $R^t = [r_0, r_1, \ldots, r_N]^t$, $N \in \mathbb{Z}_{0+}$ be a predicted reference profile satisfying Assumption 1. Design a control law $u_t = k(x_t, R^N)$ and a set $\Omega_0 \subseteq \mathbb{R}^{n_r} \times \mathbb{R}^{m_r}$ of initial states and references $(x_0, r_0) \in \Omega_0$ from which (4) in closed-loop with $k(x_t, R^N)$ satisfies (5) and

$$\| y_t - y^*_t \| \leq \epsilon, \quad (9)$$

for all $r_t \in \mathcal{R}$ that satisfy Assumption 1, at every $t \in \mathbb{Z}_{0+}$. \qed

Remark 1: Problem 1 considers predicted future reference profiles of length $N \in \mathbb{Z}_{0+}$. However, it is not guaranteed that such reference preview is reliable. That is, the reference predicted $k$ steps ahead from time $t$ may not be the actual reference at time $t+k$, i.e., $r_{t+k} \neq r_{t+k}$. Thus, a solution to Problem 1 needs to allow for the reference preview to change unexpectedly during operation.

III. RCI SET FOR BOUNDED ERROR TRACKING

Consider (4) subject to (5), and (6) subject to (7). By Assumption 1, $r_t \in \mathcal{C}^r$, for every $t \in \mathbb{Z}_{0+}$, and given $r_t \in \mathcal{C}^r$, $r_{t+1} \in \mathcal{C}^r$ if and only if $\gamma_t \in \mathcal{C}^r(r_t)$. We define

$$\mathcal{X}^{x,r} = \{ (x, r) : x \in X, \ r \in C^r, (C x - C^r r) \in B(\epsilon) \}. \quad (10)$$

At any time $t \in \mathbb{Z}_{0+}$, given $(x_t, r_t) \in \Omega_0 \subseteq \mathcal{X}^{x,r}$, the control law that solves Problem 1 must guarantee $(x_{t+1}, r_{t+1}) \in \mathcal{X}^{x,r}$ for every admissible $r_{t+1}$. Thus, we look for a RCI set $\mathcal{C}^{x,r} \subseteq \mathcal{X}^{x,r}$ for (4), (6) subject to (5), (7) such that

$$(x, r) \in \mathcal{C}^{x,r} \Rightarrow \exists u_t \in U : (Ax + Bu, A'r + B'r \gamma) \in \mathcal{C}^{x,r}, \ \forall \gamma \in \mathcal{C}^r(r). \quad (11)$$

The maximal RCI set for (11) by Algorithm 1 requires computing

$$\text{Pre}(\Omega_k, \mathcal{C}^r(r)) = \{ (x, r) : r \in C^r, \ \exists u \in U, \ (Ax + Bu, A'r + B'r \gamma) \in \Omega_k, \ \forall \gamma \in \mathcal{C}^r(r) \}, \quad (12)$$

where $\Omega_0 = \mathcal{X}^{x,r}$ and $\Omega_k \subseteq \mathcal{X}^{x,r}$. The computation of (12) is challenging even if $\Omega_k, \mathcal{C}^r$, $\mathcal{X}^{x,r}$ and $\mathcal{U}$ are polyhedral, because $\gamma \in \mathcal{C}^r(r)$, i.e., the unknown disturbance belongs to a state-dependent set. The algorithm in [21], [22] computes (12) as a union.
of polyhedra, which is in general non-convex and whose complexity, in terms of convex elements in the union, grows exponentially with the number of iterations. Next, we propose a method to compute a polyhedral $C^{r,s}$. The resulting $C^{r,s}$ is a subset of the maximal RCI obtained from [21], [22], but is convex and polyhedral, and thus significantly easier to compute and use in a control algorithm.

**Algorithm 2 (Computation of $C^{r,s}$):**

1. **Initialization:**
   
   $k = 0,$
   
   $\tilde{\Omega}_0 = (\mathbb{R}^n \times C^r) \cap \{(x,r) : (x,r) \in \tilde{\Omega}_0^{r,s}\}.$
   
   where $\tilde{\Omega}_0^{r,s} = \{(x,r) : x \in \mathcal{X}, (C_x - C^{r,s}) \in B(e)\}$
   
2. $\tilde{\Omega}_{k+1} = \text{Pre}_j(\tilde{\Omega}_k, \Gamma) \cap \tilde{\Omega}_k^{r,s}$
   
   where
   
   $\text{Pre}_j(\tilde{\Omega}_k, \Gamma) = (\mathbb{R}^n \times C^r) \cap \tilde{\Omega}_k^{r,s}$
   
   
   $\tilde{\Omega}_k^{r,s} = \{(x,r) : \exists u \in U, (Ax + Bu, A'r + B'r \gamma) \in \tilde{\Omega}_k^{r,s}, \forall \gamma \in \Gamma\}.$
   
3. if $\tilde{\Omega}_{k+1} = \tilde{\Omega}_k$, then $C^{r,s} \leftarrow \tilde{\Omega}_k$, return $k \leftarrow k+1$, goto 2.

Algorithm 2 may terminate with an empty set, where if $\tilde{\Omega}_k = \emptyset$, $\tilde{\Omega}_{k+1} = \emptyset$, and hence the termination condition at Step 3 is met. This indicates that a (non-maximal) RCI set could not be found. Also, Algorithm 1 may never terminate because the RCI set may not be finitely determined [19], [20]. In practice, a maximum number of iterations $k_{\text{max}}$ is used after which the termination of Algorithm 1 is enforced with $C^{r,s} = \emptyset$. Thus, if Algorithm 1 terminates with $C^{r,s} = \emptyset$, a polyhedral RCI set is not found, either because no polyhedral RCI set exists, or because no polyhedral RCI could be found within the iteration limit. In these cases the problem specifications must be changed by shrinking $\Gamma$, and/or increasing $k_{\text{max}}$.

**Theorem 1:** Let Assumption 1 hold, and let Algorithm 2 converge in a finite number of iterations to $C^{r,s} \neq \emptyset$. Then, $C^{r,s}$ computed by Algorithm 2 is a polyhedral RCI set for (4), (6) subject to (5), (7), (9) and robust to any $\gamma \in \Gamma$.

**Proof:** Consider Algorithm 1 and its set sequence $\{\Omega_0, \Omega_1, \ldots\}$ computed by (12) with $\Omega_0 = X^{r,s}$, and Algorithm 2 and its set sequence $\{\Omega_0, \Omega_1, \ldots\}$. The Pre in (12) can be rewritten as

$$\text{Pre}_j(\Omega_k, \Gamma) = \{(x,r) : \exists u \in U, (Ax + Bu, A'r + B'r \gamma) \in \Omega_k, \forall \gamma \in \Gamma\},$$

since $\{r \in C^r : \exists \gamma \in \Gamma, A'r + B'r \gamma \in C^r\}$ by the definition of CI set, and since $C^r(r) = \emptyset$ if $r \notin C^r$.

We prove the theorem by induction, starting from $\tilde{\Omega}_0 = \Omega_0 = X^{r,s}$, where $\tilde{\Omega}_0$ is polyhedral. Assume that at step $k$, $\tilde{\Omega}_k \subseteq \tilde{\Omega}_{k+1}$, $\tilde{\Omega}_k = (\mathbb{R}^n \times C^r) \cap \tilde{\Omega}_k^{r,s}$, and $\tilde{\Omega}_k^{r,s}$ is polyhedral, and consider Algorithm 2. Indeed, the assumptions hold for $k = 0$.

First, $\tilde{\Omega}_{k+1} = \text{Pre}_j(\tilde{\Omega}_k, \Gamma) \cap \tilde{\Omega}_k^{r,s} = (\mathbb{R}^n \times C^r) \cap \tilde{\Omega}_{k+1}^{r,s}$, since $\tilde{\Omega}_k^{r,s} \cap \tilde{\Omega}_k^{r,s} = \tilde{\Omega}_k^{r,s}$ from Step 2 in Algorithm 2. Also, $\tilde{\Omega}_k^{r,s} = \text{Pre}_j(\tilde{\Omega}_k, \Gamma) \cap \tilde{\Omega}_k^{r,s} = (\mathbb{R}^n \times C^r) \cap \tilde{\Omega}_k^{r,s} \cap \tilde{\Omega}_k^{r,s} = \text{Pre}_j(\tilde{\Omega}_k, \Gamma) \cap \tilde{\Omega}_k^{r,s}$, by the intersection being idempotent, by the definition of $\text{Pre}_j$ in (14), and by $\tilde{\Omega}_k^{r,s} \cap (\mathbb{R}^n \times C^r) = \tilde{\Omega}_k^{r,s}$ being an assumption of the inductive step.

Thus, the backward iteration in Algorithm 2 is in the form of that in Algorithm 1, the formula is recursive under the inductive step assumption, which is satisfied for $k = 0$. Hence, Step 2 in Algorithm 2 can be executed iteratively, and Step 3 is a geometric condition for invariance, which, if satisfied, indicates that an RCI set is found.

Consider now the $\text{Pre}_j$ operation in (14), and rewrite it as

$$\text{Pre}_j(\tilde{\Omega}_k, \Gamma) = \{(x,r) : \exists u \in U, (Ax + Bu, A'r + B'r \gamma) \in \tilde{\Omega}_k^{r,s}, \forall \gamma \in \Gamma\}.$$
set of admissible reference states remains $C_r$ and the effect of using $\Gamma$ rather than $C_r(\gamma)$ results in requiring (9) to be enforced for $r \in (C' \ominus \Gamma)$, rather than for $r \in C'$. Thus, by neglecting that close to the boundary of $C'$ not all $\gamma \in \Gamma$ can occur, we introduce conservativeness in the RCI set. However, such condition can still be satisfied, and the obtained RCI is a polyhedron, and hence simpler to compute and use in a control law than a union of polyhedra. □

Based on Remark 3, the following proposition is immediate.

**Proposition 1:** Let $C^{x,r}$ be the RCI set obtained by Algorithm 2, and let $\hat{C}^{x,r} \subseteq C^{x,r} \subseteq \mathbb{R}$ be a RCI set for (6) such that $C^{x,r}(r) = \Gamma$ for all $r \in \mathbb{Z}^r$. Then, for the maximal RCI set $C^{x,r}_{\max}$ obtained by Algorithm 1 using (12) where $\hat{C}$ and $C^{x,r}(r)$ are used in place of $C^{x,r}$ and $C^{x,r}(r)$ it holds $\hat{C}^{x,r} \subseteq C^{x,r}_{\max}$. Also, if $C^{x,r}(r) = \Gamma$ for all $r \in C'$, $C^{x,r} = C^{x,r}_{\max}$.

IV. MPC with Guaranteed Tracking Error Bound

The RCI set $C^{x,r}$ is a set of states and references satisfying the constraints and for which there exists at least an input that tracks any future admissible reference signal within the allowed error bound and enforces constraints. Given $(x, r) \in C^{x,r} \subseteq X \times X^{r}$, the set of inputs that guarantees $(x_{t+1}, r_{t+1}) \in C^{x,r}$ for any admissible $r_{t+1}$ is the input admissible set $C^{x}(x_{t}, r_{t})$. Next, we propose an approach based on MPC for computing $u_t$ such that $(x_{t+1}, r_{t+1}) \in C^{x,r}$.

At $t \in \mathbb{Z}_{t+1}$, let $x_t \in X$ and $r_{0,t} = [r_{0,t}, \ldots, r_{N,t}]^T$, the reference state trajectory along a future horizon of length $N \in \mathbb{Z}_{+}$, be given, where $R_{t}^{0}$ is generated by RGA according to Assumption 1. Let $\hat{k} \in \mathbb{Z}_{0+}$, $\hat{k} \leq N$, be such that $r_{t+k} = r_{t+k|k}$, and hence $r_{k-1+t+k} = r_{k|k}$, for $k = 1, \ldots, \hat{k}$ for all $t \in \mathbb{Z}_{t+1}$, i.e., $\hat{k}$ is the number of steps of reliable preview. Consider the finite horizon optimal control problem,

$$g_{U}(x_t, R_{t}^{N}) = \arg\min_{U_t} \sum_{k=0}^{N-1} \theta(q(y_{kt}, y_{kt}^*, x_{kt}, u_{kt}))$$

s.t.

$$x_{k+1|t} = Ax_{kt} + Bu_{kt},$$

$$y_{kt} = Cx_{kt},$$

$$y_{kt}^* = C^r r_{kt|t},$$

$$\langle x_{kt}, r_{kt} \rangle \in X^{x,r}, k = 0, \ldots, \hat{k} - 1,$$

$$u_{kt} \in U, k = 0, \ldots, \hat{k} - 1,$$

$$u_{kt} \in C^{x}(x_{kt}, r_{kt}), k = \hat{k}, \ldots, N - 1,$$

$$x_{0t} = x_t,$$  

where $U_t = [u_{0t}, \ldots, u_{N-1,t}]^T$, $q(\cdot)$ is a nonnegative stage cost, with a little abuse of notation (17f), (17g) are ignored if $\hat{k} = 0$, and let $U_{*} = [u_{0*}, \ldots, u_{N-1*}]^T$ be the optimal solution of (17). The first element of $U_{*}$ is applied to (4), hence obtaining the control law

$$u_t = g_{RHC}(x_t, R_{t}^{N}) = [I \ 0 \ \cdots \ 0]g_{U}(x_t, R_{t}^{N}).$$

At time $t + 1$, (17) is solved based on the new state $x_{0|t+1} = x_{t+1}$, and $R_{t+1}^{N}$. The next theorem presents sufficient conditions guaranteeing persistent feasibility of the MPC control law (17), (18).

**Theorem 2:** Consider system (4) and reference model (6) subject to (5), (7) and tracking constraint (9). Let Assumption 1 hold, i.e., $\gamma_t \in C^{x,r}(r_t)$ for all $t \in \mathbb{Z}_{0+}$. Let $C^{x,r} \subseteq X^{x,r}$ be a RCI set and $C^{x}(x, r)$ be the associated input admissible set for (4), (5), (6), (7), (9), robust to any $\gamma \in C^{x}(r) \subseteq \Gamma$. Let $\hat{k} \in \mathbb{Z}_{0+}$ be given such that $k \leq N$ and $r_{k-1+t+k+1} = r_{k|k}$ for $k = 1, \ldots, \hat{k}$ for all $t \in \mathbb{Z}_{t+1}$, $R_{t}^{1}$ be generated by RGA according to Assumption 1, and $u_t = g_{RHC}(x_t, R_{t}^{1})$. If (17) is feasible at time $t \in \mathbb{Z}_{t+1}$, then it is feasible for all $\hat{t} \in \mathbb{Z}_{t+1}$, $\hat{t} \geq t$, and the closed-loop satisfies (5) and (9).

**Proof:** Since $C^{x,r} \subseteq X^{x,r}$ and $C^{x}(x, r) \neq \emptyset$ iff $(x, r) \in C^{x,r}$, any feasible solution of (17) ensures that the closed-loop satisfies (5), (9). Next, we prove the persistent feasibility of (17), i.e., given the optimal solution $U_{t}^{*} = [u_{0t}*, \ldots, u_{N-1,t}]^T$ at time $t \in \mathbb{Z}_{0+}$, for $x_t$ and $R_{t}^{N}$, we show that at $t+1$ there exists a feasible solution $U_{t+1} = [u_{0t}^{*}, \ldots, u_{N-1,t}^{*}]^T$. Consider first $\hat{k} \geq 1$. For $k = 1, \ldots, \hat{k} - 1$, let $u_{k-1+t+k+1} = u_{k|k}^{*}$. By the feasibility of $U_{t}^{*}$ and since $r_{k-1+t+k+1} = r_{k|k}$ for $k = 1, \ldots, \hat{k}$, this ensures satisfaction of the constraints for the first $k$ steps, and by applying $u_{k-1+t+k+1} = u_{k|k}^{*}$ for $k = 1, \ldots, \hat{k} - 1$ we obtain $x_{k-1+t+k+1} = x_{k|k}$. Hence, by the feasibility of $U_{t}^{*}$ and since $C^{x}(x, r) \neq \emptyset$ iff $(x, r) \in C^{x,r}$, $(x_{k-1+t+k+1}, r_{k-1+t+k+1}) \in C^{x,r}$. Since $C^{x,r}$ is RCI, there exists $u_{k-1+t+k+1} \in C^{x}(x_{k-1+t+k+1}, r_{k-1+t+k+1})$ such that $(x_{k-1+t+k+1}, r_{k-1+t+k+1}) \in C^{x,r}$, for every admissible $r_{k-1+t+k+1}$, because $C^{x,r}$ is RCI for every $\gamma \in \Gamma$ and Assumption 1 guarantees that $\gamma_{k-1+t+k+1} \in C^{x}(r_{k-1+t+k+1}) \subseteq \Gamma$. The same argument can be repeated for constructing $u_{k|k}^{*}$, for $k = \hat{k}, \ldots, N - 1$, thus obtaining $U_{t+1}^{*}$.

Remark 4: The results of Theorem 2 also hold for a controller selecting a feasible, yet non-optimal, solution of (17). □

The next corollary follows immediately from Theorem 2 and summarizes the proposed method as a solution to Problem 1.

**Corollary 1:** Under the assumptions of Theorem 2, $x_0 = C^{x,r}$ and $\kappa(x, R^*) = g_{RHC}(x, R^*)$ solve Problem 1.

In Corollary 1, $x_0 = C^{x,r}$, i.e., an RCI, guarantees initial feasibility, and recursive feasibility follows from Theorem 2. For $\kappa(x, R^*) = g_{RHC}(x, R^*)$, $C^{x,r}$ may not be the largest set for solving Problem 1, i.e., there may exist $X_{0} \supseteq C^{x,r}$ that solves Problem 1, however $C^{x,r}$ is polyhedral. Also, it may happen that $\text{proj}_{X_{0}}(\hat{X}_{0}, \hat{X}_{0}^{r}) \subset C^{x,r}$. Thus, the RGA can initialize the reference state only in $\text{proj}_{X_{0}}(\hat{X}_{0}, \hat{X}_{0}^{r})$. However, after initialization, the RGA can select any $\gamma \in C^{x}(r)$ and feasibility is preserved according to Theorem 2, because $\text{proj}_{X_{0}}(\hat{X}_{0}, \hat{X}_{0}^{r})$ will be RCI for (6) for $\gamma \in C^{x}(r)$ as discussed in Remark 2.

**Remark 5:** Practical examples of stage cost $q(\cdot)$ are $q(\cdot) = (y_{kt} - y_{kt}^*)Q(y_{kt} - y_{kt}^*) + u_{kt}Q_{u}u_{kt}$, or $q(\cdot) = (y_{kt} - y_{kt}^*)Q(y_{kt} - y_{kt}^*) + (u_{kt} - u_{kt}^*)Q_{u}(u_{kt} - u_{kt}^*)$, where $Q_{y}, Q_{u}$ are positive definite matrices, and $y_{kt}^* = M_{y}y_{kt}$ is the steady state input associated to $y_{kt}$ by the inverse dc-gain matrix $M_{y}$. The satisfaction of (5), (9) is guaranteed by the RCI set, and hence any stage cost $q(\cdot)$ encoding additional control objectives, such as energy minimization and smooth motion, can be used. A nonnegative terminal cost $q_{f}(y, y^*, x)$ can also be included in (17).

V. Case Studies

Next we describe a numerical and an application case study.
A. Underdamped 2\textsuperscript{nd} order system with 2\textsuperscript{nd} order reference model

We consider the second order system
\begin{align}
\dot{x}(t) &= \begin{bmatrix} -2 & -2 \\ 2 & 0 \end{bmatrix} x(t) + \begin{bmatrix} 4 \\ 0 \end{bmatrix} u(t) \tag{19a} \\
\dot{y}(t) &= \begin{bmatrix} 0 & 5 \end{bmatrix} x(t), \tag{19b}
\end{align}
subject to constraints $-0.1 \leq u(t) \leq 0.1$, $-0.04 \leq x(t) \leq 0.04$. We sample (19) with period $T_s = 0.1s$ to obtain (4).

The reference model (6) is obtained by sampling with $T_s = 0.1s$
\begin{align}
\dot{r}(t) &= \begin{bmatrix} -4 & -6.25 \\ 4 & 0 \end{bmatrix} r(t) + \begin{bmatrix} 2 \\ 0 \end{bmatrix} \gamma(t) \tag{20a} \\
\dot{y}'(t) &= \begin{bmatrix} 0 & 3.125 \end{bmatrix} r(t), \tag{20b}
\end{align}
where $\gamma \in \Gamma = \{ \gamma \in \mathbb{R} : \gamma^- \leq \gamma \leq \gamma^+ \}$, $\gamma^+ = -\gamma^- = 0.06$. For $\epsilon = 0.04$, we compute the RCI set $C^{x,r}_{\epsilon}$ and the corresponding input admissible set $C^u_{\epsilon}$ using Algorithm 2, which converges after 12 iterations, and we design the MPC tracking controller (17), (18) with $k = 0$, $q(y_{k|t}, y_{k|t}, x_{k|t}, u_{k|t}) = u_{k|t}$ and $N = 3$.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig1.png}
\caption{Second order system in closed-loop with the proposed controller, tracking a reference generated by a second order model.}
\end{figure}

Figure 1 depicts the closed loop system behavior when the initial state is $x_0 = [0.04 \ 0.003]^\text{T}$ for a reference profile which satisfies Assumption 1. Figure 1(a) shows that a non-trivial trajectory is obtained due to the conflicting objectives of minimizing input energy and enforcing the tracking error bound. As shown in Figure 1(b), the control algorithm enforces the state and input constraints and maintains the tracking error within the desired bound.

B. Control of a dual-stage dual-axis processing machine

We consider a dual-stage dual-axis processing machine, where a servo system actuates the main (slow) stage, while a much faster stage with limited operating range provides rapid and precise positioning of the work tool, see, e.g., [1]. The machine has to move the tool along a given 2D target trajectory, where, due to the mechanical configuration, the tool position is the sum of the positions of the slow and fast stage, and the two axes are mechanically decoupled. Since the two stages have significant time scale separation (e.g., 3 orders of magnitude), we design a controller for the slow stage trajectory while assuming the fast stage to be infinitely fast. Thus, the controller has to maintain the difference between the slow stage trajectory and the target trajectory within the range of the fast stage, while enforcing the operating constraints and possibly minimizing the torque of the slow stage to minimize energy consumption and induced vibrations.

The dynamics of the main stage for each axis $i \in \{x,y\}$ are
\begin{align}
\dot{x}_i(t) &= \begin{bmatrix} 0 & 1 \\ 0 & a_{i} \end{bmatrix} x_i(t) + \begin{bmatrix} 0 \\ b_i \end{bmatrix} u_i(t), \tag{21a} \\
y_i(t) &= \begin{bmatrix} 1 & 0 \end{bmatrix} x_i(t), \tag{21b}
\end{align}
where, $[x_i](m)$ is the position, $[\dot{x}_i](m/s)$ is the velocity, $u_i[N\text{Nm}]$ is the input torque, $i \in \{x,y\}$ is the axis index, and $(a_x, b_x) = (-1.08, 0.34)$, $(a_y, b_y) = (-2.29, 0.73)$. Systems (21) are subject to $-\bar{u}_i \leq u_i(t) \leq \bar{u}_i$, $-1 \leq \dot{x}_i(t) \leq 1$, $i \in \{x,y\}$, where $\bar{u}_x = 35\text{Nm}$ and $\bar{u}_y = 17.5\text{Nm}$. The discrete time model (4) is obtained by sampling (21) with period $T_s = 0.04s$, while the reference signal is obtained from an RGA that converts a 2D work path into a reference trajectory satisfying $\gamma_i \in C^r(\tau_i)$ for (6), (7), with $A' = 1$, $B' = 1$, $C' = 1$ and $D' = 0$, $\Gamma = \{ \gamma \in \mathbb{R} : \gamma^- \leq \gamma \leq \gamma^+ \}$, $\gamma^+ = -\gamma^- = 0.033$. The tracking error bound is the range of the fast actuator, $\epsilon = 0.09$. We compute the $C^{x,r}_{\epsilon}$ using Algorithm 2, which converged after 8 iterations, for both axes\(^2\).

We designed the MPC tracking controller (17), (18) with $q(y_{k|t}, y_{k|t}, x_{k|t}, u_{k|t}) = u_{k|t}$, $N = 10$ (i.e., 0.4s), and $k = N$. Thus, there is perfect preview along the entire prediction horizon and the RCI set guarantees persistent feasibility when the horizon recedes from step to step. Figure 2 shows that despite the “rich” time-varying nature of the reference signal, the tracking error is within the desired bound at every time step, and the input and state constraints are always satisfied, for both axes.

VI. CONCLUSIONS

We have proposed a tracking controller for constrained linear systems that guarantee satisfaction of system constraints and a given error bound on the tracking error, for all the reference trajectories generated by a constrained linear system driven by a bounded input. The control design is based on MPC enforcing a polyhedral RCI set computed by a specific algorithm, which guarantees the persistent feasibility of the optimal control problem, and hence the satisfaction of the system constraints and of the tracking bound. Future research will focus on design trade-offs such as the volume of the RCI set as function of the error bound and the reference model input range.

\(^2\)In the case studies Algorithm 1 by [21] did not converge in 24 hours.
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