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Abstract
This paper compares the effects of two different refrigerant flow modeling assumptions on
the transient performance of vapor-compression heat pump cycles. This comparison is done
on a dynamic system-level model of a flash tank vapor injection cycle that includes finite
volume heat exchanger models. The effect of the flow assumptions and specific slip ratio
correlations on both the equilibrium operating point and the transient behavior of the cycle
are demonstrated through both simulations and experiments. It is shown that equivalent
simulations with different slip ratio correlations each have different equilibrium mass inven-
tories, and that some aspects of the dynamic system behavior, such as the suction superheat
or pressure transients, exhibit significant differences both in simulations and in comparison
to experimental data.
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A Comparison of Transient Heat Pump Cycle Models Using 

Alternative Flow Descriptions 
 

Abstract 

This paper compares the effects of two different refrigerant flow modeling assumptions on the 

transient performance of vapor-compression heat pump cycles.  This comparison is done on a dynamic 

system-level model of a flash tank vapor injection cycle that includes finite volume heat exchanger models.  

The effect of the flow assumptions and specific slip ratio correlations on both the equilibrium operating 

point and the transient behavior of the cycle are demonstrated through both simulations and experiments.  It 

is shown that equivalent simulations with different slip ratio correlations each have different equilibrium 

mass inventories, and that some aspects of the dynamic system behavior, such as the suction superheat or 

pressure transients, exhibit significant differences both in simulations and in comparison to experimental 

data.  

Introduction 

Physically-based dynamic models of vapor-compression heat pump systems are used for a wide variety 

of purposes, including component design and optimization, system-level design, controls development, and 

fault detection and diagnostics (FDD), and consequently a wealth of research has examined various classes 

of these models over the last 30 years (Rasmussen, 2012) (Li, et al., 2014). Such models are generally used 

for time-domain based simulation, in which the differential equations of the model are integrated forward 

from some initial condition, and the resulting model dynamics are analyzed to better design, control, or 

optimize the behavior of the system under study.  These so-called white or grey-box models, based upon 

mathematical models of the physical phenomena, have several appealing characteristics in comparison to 

alternative black-box approaches, such as neural networks or simplified transfer function models.  These 

advantages include the fact that much of their structure can be formulated by appealing to the basic 

physical principles, that their creation does not require the a priori collection of large amounts of data, and 

that these models tend to maintain their accuracy over regions of extrapolative use (Cellier, 1991).  While 



there are many considerations which must be taken into account when constructing such dynamic cycle 

models, two primary considerations evaluated by the modeler are the selection of the type of heat 

exchanger model used and the method by which these models are encoded in software and numerically 

integrated forward in time.  Both of these considerations play important roles in the research discussed in 

this paper.  

Heat exchangers usually require particular modeling attention because the timescales over which their 

behavior evolves are generally much longer than the comparable timescales for the compressors and the 

expansion devices.  In general, there are three main types of heat exchanger models: lumped models, 

moving boundary models, and distributed parameter models.  Lumped heat exchanger models omit the 

spatial dynamics of the heat exchangers, and are most useful for low-order, fast simulations of the 

refrigerant-cycle dynamics and the estimation of the system's bulk properties.  Moving boundary heat 

exchanger models describe the spatially averaged dynamics of each of the phasic regions; they are able to 

capture the spatially-influenced system dynamics significantly better than lumped models, while 

maintaining a reasonably low model order and a correspondingly fast simulation time. These models can be 

very useful for developing control algorithms for cycles and systems. Distributed parameter heat exchanger 

models, such as finite element or finite volume models, are particularly useful for describing spatially 

dependent phenomena and the detailed component performance, such as the effect of nonuniform air 

velocities over the surface of heat exchangers, or the branching and joining of refrigerant pipes as a result 

of particular circuiting configurations. 

While the numerical algorithms and methods used to simulate such thermofluid models have 

traditionally received less attention than their underlying constitutive physical relations, the model 

implementation and solvers used have a tremendous influence on the accuracy and utility of the resulting 

simulations.  The impact on discretized heat exchanger models is particularly important because the 

resulting system of equations is not a set of ordinary differential equations (ODEs), but rather a set of 

differential algebraic equations, or DAEs.  DAEs arise in thermofluid systems because of the presence of 

the algebraic equations of state interrelating the refrigerant properties, such as pressure, temperature, and 

density.  These DAEs are generally harder to solve and integrate than ODEs because the variables in the 

system must satisfy the algebraic constraints during the integration process.  As a result, modeling and 



simulation packages which have the capability to operate directly on the set of DAEs are advantageous 

because of their higher accuracy and usability, in comparison to other packages which rely upon the user to 

produce a set of ODEs for simulation by manually reducing the index of a set of DAEs by differentiating 

their algebraic constraints (Brenan, et al., 1989).  This index reduction process tends to introduce a high 

degree of complexity in the resulting sets of ODEs describing the system behavior, producing more coding 

errors and a lack of flexibility in the use of the models.  

Equation-oriented modeling and simulation methodologies (Pantelides & Barton, 1993) that operate 

directly on the DAEs first became popular in the chemical engineering community and have extended their 

appeal over the last 20 years.  Languages and environments which implement this modeling approach, such 

as Modelica (Modelica Association, 2014), GPROMs (Process Systems Enterprise, 1997-2014), and Aspen 

(Aspentech, 2014), use equality statements to directly describe the relations between variables in a model 

as a set of DAEs, and then use symbolic processing and compiler technology to automatically compile the 

set of DAEs into a form that can be integrated with a DAE solver, such as DASSL or Radau IIa (Cellier & 

Kofman, 2006).  This approach has been suggestively referred to as behavioral modeling, rather than input-

to-output modeling (Willems, 2007), and is particularly applicable to thermofluid systems (Cellier & 

Kofman, 2006).  In particular, the equation-oriented modeling language Modelica has been gaining in 

popularity for the modeling of complex thermofluid systems (Li, et al., 2014) due to its ability to encode 

behavioral models into specific objects, which provides the user with a powerful abstraction concept; 

models can be created that allow different physical effects, such as gravitational head or viscous 

dissipation, to be easily added or removed.  The encoding of models in these environments also has a 

significant impact on the formulation of the mathematical models, as the models are not constructed with 

an explicit identification of the inputs and outputs; for example, flowcharts describing the computational 

order of execution are not relevant in these contexts because the compiler determines the execution 

causality for a particular simulation with little to no information from the modeler. 

Although the decisions pertaining to the heat exchanger discretization and the language of model 

encoding are perhaps the most important high-level decisions that must be made when creating a dynamic 

vapor compression cycle simulation, many other modeling choices and decisions will have a significant 

impact upon the model performance.  One such decision is the method for describing the two-phase flow 



pattern. A common assumption used in these system models is that both phases flow at the same velocity, 

otherwise referred to as a homogeneous flow pattern, while the relaxation of this assumption results in 

different phasic velocities, or a heterogeneous flow pattern (Ghiaasiaan, 2007).  While homogeneous flow 

models are generally reasonable for dispersed flow patterns (e.g., bubbly and spray flow), they are 

generally not valid for separated flow patterns (e.g., stratified and annular flow) since for these systems 

(Kolev, 2005),  
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where /G LS v v= .  The choice of flow model used to describe a vapor compression system is important 

because some of the system's equilibrium characteristics, such as its total mass inventory, are strongly 

related to the flow regime.  One particularly common type of heterogeneous flow model is known as a slip 

flow model, in which it is assumed that mass transfer across the phasic interface takes place without an 

accompanying momentum transfer.  This model can be formulated as a set of equations describing the two-

phase mixture with an extra set of closure relations to relate the different phasic properties to each other, 

and is consequently much simpler than a complete multifluid model. 

Though much of the extant literature describing distributed parameter models of vapor compression 

systems in Modelica assumes a homogeneous flow model, e.g., (Bonilla, et al., 2012) and (Mortada, et al., 

2012), there has been some prior work in using Modelica to develop slip flow models of heat exchangers 

for vapor compression systems.  In (Bauer, 1999), Bauer developed two different slip flow models for the 

dynamics of a evaporator; one of these models used a static relation to describe the interactions between the 

phases, while the second model incorporated an innovative description of the mass, momentum, and energy 

transfer between the phases without developing a complete two-fluid model.  These models were validated 

on a shell-in-tube heat exchanger, with R22 as the working fluid and ethanol as the secondary fluid.  The 

results from this work demonstrated that that the homogeneous flow modeling approach was inadequate to 

describe the evaporator's mass inventory, and that the performance of the momentum balance with and 

without a momentum transfer across the two-phase interface were comparable.  More recently, (Kaern, 

2011) coupled a slip-flow evaporator model to a moving-boundary condenser model and static compressor 

and expansion valve models to explore and understand the effects of maldistribution in evaporator coils.  
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This slip-flow evaporator model was also compared to a moving boundary evaporator model in (Kaern, et 

al., 2011), as well as against the performance data from a R22/ethanol heat exchanger. 

Other literature that describes transient models of vapor-compression systems, e.g., (Li & Alleyne, 

2010), (Kapadia, et al., 2009), and (Ndiaye & Bernier, 2012), does include the use of correlations 

describing the slip ratio S  in their description of the two-phase flow dynamics. These models typically 

choose a slip correlation based upon a combination of the the correlation's accuracy and its simplicity.  

However, though a number of slip correlations have been described in the literature, e.g., (Ma, et al., 2009) 

and (Harms, et al., 2003), each of these correlations is often only compared to the experimentally measured 

void fraction of either a single heat exchanger or the overall cycle.  It thus remains to be seen if the 

transient behavior of a vapor compression system model is dependent upon the slip correlation used, or if 

all of the slip correlations yield the same overall system dynamics. 

This paper has two principal objectives.  First, a set of distributed parameter models of the vapor 

compression cycle with both homogeneous flow and slip flow models is developed in Modelica.  This 

makes it possible to examine the effect of the flow model on the equilibrium operating point of a closed 

cycle and better understand and demonstrate the impact of these modeling assumptions on the system 

dynamics generally and on the distribution of the refrigerant mass specifically.  Second, the slip ratio 

models of (Zivi, 1964), (Smith, 1969), and (Premoli, et al., 1971) are each implemented in otherwise 

identical versions of the complete cycle model; the resulting comparison of the transients for each of the 

four transient system models can provide increased understanding of the effect of a specific slip flow model 

on the overall system dynamics.  



 Moreover, these different slip models are compared to experimental data for a flash tank vapor 

injection (FTVI) heat pump cycle (Qiao, et al., 2015), (Qiao, et al., 2015).  The FTVI cycle, illustrated in 

Figure 1Figure 1, was first developed as a means for improving the performance of the simple vapor 

compression cycle by injecting refrigerant vapor into the compressor, which reduces the compressor 

discharge temperature and provides a means for adjusting the system capacity.  The injection stream is 

obtained from a flash tank which is located between an upper-stage expansion device that is located after 

the condenser, and a lower-stage expansion valve that is located before the evaporator.  A fraction of the 

vapor in the flash tank is injected into the compressor, while the remaining liquid refrigerant in the tank 

enters the lower stage expansion valve.  This study of slip-flow phenomena was particularly relevant to the 

FTVI low-temperature heat pump cycle because the distribution of refrigerant mass affects the height of the 

liquid in the flash tank, which can, in turn, have a significant effect on the overall cycle performance. An 

improved understanding of the refrigerant mass distribution, which is made possible by the slip flow 

models, can facilitate the construction of more efficient FTVI cycles.  

Section 2 of this paper contains descriptions of the component models needed to develop a complete 

cycle model of an air-to-air heat pump, including a detailed description of the finite control volume models 

of the heat exchangers.  Salient details of the implemennetation of the slip flow models are then described 

in Section 3, while Section 4 illustrates a selection of results from the FTVI cycle simulations and 

experimental data to illustrate the differences between the modeling approaches.  Finally, conclusions and 

potential areas of further exploration are discussed briefly in Section 5. 

Model Description 

 
Figure 1: Flash tank vapor injection cycle 
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The construction of a complete cycle model for a simple vapor compression system requires 

component submodels for the heat exchangers, compressor, and the expansion valve.  Due both to both the 

complexity and the importance of the heat exchanger dynamics to the overall system dynamics, much of 

this section is focused on the these models.  Because of the complexity of the two-phase flow model and its 

associated terminology, the first subsection begins by describing the relations between the phasic and 

mixture fluid properties in a control volume containing two phases of fluid.  The following subsection 

builds upon these two-phase property and flow relations by describing the construction of a generic control 

volume model, which contains the set of general fluid conservation relations, the closure relations, and the 

method by which the spatial dynamics of the thermofluid models are discretized.  For the sake of clarity, 

these control volume models are developed for the assumption of homogeneous flow; the modifications 

required to describe slip flow will be presented in Section 3.  In the final subsection, these dynamic models 

are used to describe both the refrigerant and air sides of the heat exchanger models.  Representative 

parameter values for the heat exchangers that were used in the experimental apparatus will be described in  

the Section 4.  The other component models, including the compressor, expansion valve, and flash tank, as 

well as the connection of these component models into the larger cycle models, are also presented in this 

subsection.  

Two-Phase Flow Models 

General multiphase flows can be extremely complex because of the potential non-equilibrium 

conditions for the different phases and the temporally- and spatially-varying transfer of mass, momentum, 

and energy across the phasic interfaces.  A number of simplifications and assumptions were therefore used 

to make the construction of these models more tractable.  These include the assumption of one-dimensional 

fluid flow, so that the properties are averaged over the flow area, as well as thermodynamic equilibrium 

within each control volume of the heat exchangers.  These assumptions effectively suggest that the flow 

field containing both phases at a point 0z  is frozen at a point in time, and the spatial average taken over this 

frozen flow field is also representative of the ensemble average at this point taken over a period of time 

(Ghiaasiaan, 2007), (Ishii & Hibiki, 2011).  Consequently, all of the terms in the following analysis can be 

taken to be spatially-averaged quantities over the pertinent region.  



For a given volume containing two-phase refrigerant in the pipe, an extensive property Y  can be 

written as the mass-weighted mixture of the constituent phasic properties by averaging over the 

phasic volumes, e.g., 

 
G LY =Y +Y   (2) 
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where x  is referred to as the static quality, or  
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The same intensive property y  can also be written as 
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where the void fraction g  can be written as  
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and the second equality applies when computing the void fraction over a control volume with a fixed 

length.   

 
These expressions make it possible to write down aggregate intensive properties as a function of their 

phasic components, either in terms of the void fraction or the static quality, e.g., 

 

 (1 )G Lr gr g r= + -   (8) 

 (1 )G Lh xh x h= + -   (9) 

 (1 )G Lv xv x v= + - .  (10) 

A relation between the void fraction and the static quality can also be formulated by noting that 
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Because it will be used in the energy balance, it is also helpful to define a quantity referred to as the 

flow quality x̂  to describe the ratio of the phasic mass flow rates, e.g., 
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Equation (12) demonstrates the fact that the static quality is equal to the flow quality only when the gas 

and liquid velocities are equal.  It is also helpful to express the void fraction g   in terms of the flow quality 

x̂ , e.g., 
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The differences between the static quality and the flow quality can also be seen in, where both are 

plotted as a function of the void fraction. 

The states that are chosen for the system are the pressure and the in situ, or density-weighted, enthalpy, 

based upon the frozen flow field, as defined in Equation (9)(9).  This in situ enthalpy differs from the 

``mixed-cup'', or flow-weighted, enthalpy, which is defined as 

 

 ˆ
G G L Lmh m h m h= +ˆ
G G L Lmh m h m hG G L LG G L Lm hG G L LG G L LG G L L   (15) 

 ˆ ˆ ˆ(1 )G Lh xh x h= + -   (16) 

 
Figure 2: Static quality and flow quality as a function of void 

fraction, where 
31140kg/mlr = , 

338kg/mvr = , and the Zivi 

correlation is used to determine the slip ratio. 
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Both of these different enthalpies will appear separately in the conservation equations, and are only 

equal if ˆx x= . 

 

Control Volume Model 

A variety of different conservation and constitutive equations must be established to describe a 

dynamic model of a refrigerant-to-air heat exchanger.  Many of these relations, such as the mass, 

momentum, and energy balances, apply to both sides of the heat exchanger, while others, such as the 

closure relations relating the heat transfer to the fluid properties and the temperature difference, or the mass 

flow to the fluid properties and the frictional pressure drop, are developed for specific fluids and specific 

geometries.  Equations of state which interrelate the fluid properties to each other are also necessary to 

complete the description of the model, though these will not be discussed in detail here; detailed 

information about the fluid properties is given in (Elmqvist, et al., 2003) and (McLinden & Klein, 1996).  

Particular emphasis in this section is placed on the details of the discretization of these underlying PDEs 

and the construction of the closure relations, as the precise structure of these relations can have a 

substantial impact on the performance and accuracy of the overall simulation. 

As was the case in the previous subsection, a number of assumptions are required to facilitate the 

process of model construction.  These assumptions included the fact that there are no gradients in either the 

refrigerant properties or the velocity field in the radial or q  directions, that each control volume is in 

thermodynamic equilibrium, that there is no thermal conduction along either the refrigerant or the heat 

exchanger wall in the z  direction, that the wall temperature in each control volume is uniform, that the 

change in gravitational potential energy change across the heat exchanger is negligible, and that the dry air 

medium can be modeled as an ideal gas. 

The mass, momentum, and energy balance equations can be written down for an arbitrary single- or 

two-phase medium by using the two-phase property relations from Section 2.1.  These balance equations 

for each one-dimensional individual control volume can be formulated in a relatively straightforward 

manner under a homogeneous flow assumption, as discussed in (White, 2008) and (Franke, et al., 2009) are 
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An alternative energy balance (Elmqvist, et al., 2003) can be formulated by multiplying the momentum 

balance by the fluid velocity v  and subtracting it from the original energy balance, resulting in 
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This formulation is useful because the only time derivative is that of the internal energy; all other 

derivatives are spatial.  This particular discretization of this PDE will therefore be comparatively easy to 

express as an ODE, since only derivatives of the internal energy with respect to the state variables are 

necessary. 

The proper state variables with which to describe the balance equations must be chosen for each of 

these fixed control volumes.  The state variables chosen for these models are the pressure p  and the in situ 

enthalpy h , since the equation of state for the medium can be represented in these coordinates over the 

entire thermodynamic space.  Expressions for the mass and total internal energy in a given fixed control 

volume can therefore be written as 
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A distinction must be drawn between the above formulation of the balance equations for a element of 

fluid (Lagrangian reference frame), which has boundaries that can deform over time, and the balance 

equations for a fixed control volume (Eulerian reference frame), which has stationary boundaries. The 

balance equations can be converted between the reference frames to formulate the control volume model by 

using the Reynolds transport theorem, 
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The balance equations for fixed control volumes are solved on two staggered grids, as illustrated in 

Figure 3Figure 3 Figure~\ref{fig:staggeredgrids}, to avoid the non-physical oscillatory solutions described 

in (Patankar, 1980).  The mass and energy balances are solved on the upper grid, referred to as the thermal 

grid, while the momentum balance is solved on the lower grid, which is referred to as the momentum grid.  

This ``staggered grid'' approach is also helpful because the centers of the upper grids are aligned with the 

boundaries of the lower grid, so it is not necessary to interpolate properties to find the consistent values on 

the edges of the momentum grid.  Note that there are 1i j= -  volumes with j  edges on the momentum 

grid. 

The mass balance is only solved on the thermal grid, since all of its variables reside on this grid. Each 

control volume (CV) of the heat exchanger model will have mass flowing in and out; under the assumption 

that there are j  control volumes and 1k j= +  boundaries around those control volumes, and since the 

mass flow rate of refrigerant across a boundary can be written flowsm Avr= , the mass balance equation can 

be written as 

 , , 1

( )
,

j j

flows k flows k

d V
m m

dt

r
+= -   (24) 

 
Figure 3: The staggered grids used to solve the balance equations. 
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where the length of integration over the control volume L  enters the time derivative on the left hand 

side, i.e., V LA= .  The fluid properties, e.g., , ,j j ju pr , are evaluated in the center of each cell.  By 

explicitly solving for the mass flow rates 
flowsm  on each boundary, the practice of evaluating the densities 

at the boundaries, rather than the middle of the cells, is avoided.  Since the fluid properties in the two-phase 

heat exchangers are 0C  continuous when the pressure and specific enthalpy are the state variables, the 

changes in density that accompany the changes of state will be implicitly taken into account.    

 

The momentum balance equation can be written in a method similar to the mass balance, resulting in 

 
, 12 2

1 1 1 1 ,

( )
( ) ,

2

flows i j j

j j j j j j j j f i

d m l A A
v A v A p p F

dt
r r +

+ + + +

+
= - + - +   (25) 

where the variables with the k  index are referred to the edges of the thermal grid cells, the variables 

with the j  index are referred to the centers of the thermal grid cells, and the variables with the i  index are 

referred to the centers of the momentum grid cells.  The length of the volume over which equations are 

solved is denoted l . The friction force ,f iF  is calculated on the momentum grid because it is related to the 

mass flow rates ,flows im  and the pressure difference between the centers of the adjacent thermal grid 

1j jp p+ - . 

The energy balance can also be written for the thermal grid,  

 , , 1 1 , ,

( )
( ) ,

j j j

flows k flows k j j j j f i flows j

u A
H H v A p p vF Q

t

r
+ +

¶
= - + - + +

¶
  (26) 

where the values of flowsH  are also computed at the edges of the control volume using the mass flow 

rates and the upstream convected mixed-cup enthalpy, e.g., 

 , , ,
ˆ ,flows k flows k upstream jH m h=   (27) 

and the value of upstream mixed-cup enthalpy is dependent on the flow direction.  For the 

homogeneous flow model, this is identical to the in situ enthalpy, but these are not equivalent in the slip 

flow model.  As fluid passes from a two-phase region to a single-phase region, the mixed-cup enthalpy also 

becomes equal to the in situ enthalpy. 
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One particular aspect in which equation-oriented languages are useful for implementing such models is 

that they enable the creation of a generic control volume model that can remain otherwise agnostic to the 

details of the particular higher-level models in which it will be used.  By using the principle of inheritance, 

which is common to many object-oriented languages, a single representation of the conservation equations 

with a carefully defined interface can be developed, debugged, and then used multiple times without re-

implementing the equations.  This assists with both the readability and the process of debugging models, as 

all of the equations representing the underlying physics of the fluid flow are contained in a relatively 

compact representation and are only coded once. As an example, the number of control volumes used to 

discretize the heat exchangers, and consequently the number of equations generated in the model, can be 

adjusted via a single integer parameter in the model.  This makes the models easy to customize to particular 

applications. 

In addition to this formulation of the conservation equations, a set of constitutive equations that relate 

the frictional pressure drop, the heat flow rate, and the slip ratio to other system variables are also needed.  

While these closure relations are generally constructed from correlations that are developed on the basis of 

a large set of physical measurements, a naïve implementation of these equations as piecewise functions can 

cause intractable numerical problems for the solvers due to the discontinuities in the values of either the 

functions or their derivatives.  Smoothness in multiple derivatives (i.e., the classes of 0C  or 1C  functions) 

is important not only for the integration routine, which may be susceptible to vanishingly small stepsizes or 

chattering around a discontinuity, but also because the compiler's differentiation of equations for index 

reduction can impose requirements on the continuity of the derivatives. 

An example of the use of techniques to smoothly connect disparate correlations can be seen by 

considering the construction of a smooth relation between the mass flow rate and the frictional pressure 

drop.  The friction force fF  term included in Equation (18) is equal to the product of the cross-sectional 

area at location 0z  multiplied by the equivalent frictional pressure drop (Equation (28)) 

 
2

.
2

fric

L v
p

D

r
zD =   (28) 

The dimensionless friction factor z  is calculated for flows with Re 2000<  by using the Hagen-

Poiseuille law (Stephan, 2010), e.g., 
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64

,
Re

lamz =   (29) 

while the Blasius correlation (Stephan, 2010) for smooth-walled pipes is used for flows with 

Re 6000> , e.g., 

 
4

0.3164
,

Re
turbz =   (30) 

and a cubic polynomial was used to interpolate between these two regions in 10log (Re)  vs. 10  log ( )z  

coordinates (Elmqvist, et al., 2003) to generate a smooth continuous function z  for all values of Re .  The 

results of this interpolation can be seen in Figure 4Figure 4, in which the friction factor for the laminar and 

turbulent regions are joined by a smooth curve through the transition region.  Similar techniques can also 

be used to create smooth transitions between laminar and turbulent heat transfer coefficients, as well as 

two-phase pressure drop and heat transfer coefficients. 

Component and Cycle Models 

The construction of the FTVI cycle requires the definition and interconnection of a wide array of 

components.  This section therefore builds first upon the detailed models of the thermofluid flow behavior 

by creating heat exchanger models which can be used to describe the evaporator and condenser for an 

complete cycle.  A series of other models for the compressor and expansion valve are also briefly discussed 

 
Figure 4: Interpolated smooth Hagen-Poiseuille/Blasius 

friction factor. 
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in this section, before a concluding discussion of the FTVI cycle model under study.  These models, as well 

as models of additional components in the FTVI cycle such as the flash tank and the thermostatic expansion 

valve, are adapted from those used in (Qiao, et al., 2015); the reader is referred to that reference for more 

detailed information about these models. 

Because the type of physical interactions between the fluid and its local environment are common to 

both the refrigerant side and the air side of the heat exchanger, the control volume model can be used to 

describe the fluid behavior on both sides of the heat exchanger.  The control volumes for each side of the 

heat exchanger are defined with different heat transfer coefficients and pressure drop correlations; the 

correlations and constant values used for each heat exchanger are provided in Table 1Table 1.  In addition, 

the air side of the heat exchanger uses a moist-air model, allowing the description of both sensible and 

latent heat transfer on the coil.  The conservation equations in each control volume are thus solved to 

determine whether dehumidification occurs on a given section of the coil, as well as the amount of mass 

transfer that occurs.  

 

 

 

Name Correlation 

Air side forced convection heat transfer and 

pressure drop (dry) 

(Wang, et al., 1999) 

Air side forced convection heat transfer and 

pressure drop (wet) 

(Wang, et al., 2000) 

Refrigerant side single-phase heat transfer (Stephan, 2010) 

Refrigerant side single-phase pressure drop (Stephan, 2010) 

Refrigerant side condensing heat transfer (Shah, 1979) 

Refrigerant side condensing pressure drop (Lockhart & Martinelli, 1949) 

Refrigerant side evaporating heat transfer (Kandlikar, 1990) 

Refrigerant side evaporating pressure drop (Gronnerud, 1979) 

Table 111: Correlations used for the heat exchangers 
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The governing heat transfer equations for the air side, describing both sensible and latent heat transfer, 

are 

 

 , , ,( )( )air

air p air air o tube fin o fin w air

dT
m c y A A T T

dy
a hD = + -air p air a, , ,, , ,

dT
m cair p air aair p, , ,, , ,

dT

dy
air aair a, , ,, , ,air a, , ,   (31) 

 , , ,( )min(0, )air

air m o tube fin o fin water sat air

d
m y A A

dy

w
a h w wD = + -air

air m

d
m ym yair

air m

d

dy
air mair mair mair m

wdd
m ym yair mair m   (32) 

where ,water satw  is the humidity ratio of the air calculated at the wall temperature and the fin efficiency 

finh  is calculated using the equation proposed by (Hong & Webb, 1996). The mass transfer coefficient 
ma  

is calculated by using the Lewis analogy 

 
2/3

, Le

air

m

p airc

a
a =   (33) 

where 2/3Le 0.9=  (Kuehn, et al., 1998). 

The refrigerant wall is modeled as one-dimensional heat conduction in the direction perpendicular to 

the refrigerant flow, with convective boundary conditions described by the refrigerant-side and air-side heat 

transfer coefficients.  This wall element can be modeled simply as a one node thermal capacitance by 

 , , , , ,( ) ( ) ( ) ( )w

w w fin fin ref r w air p air air in air out air in air out fg

dT
m c m c A T T m c T T h

dt
a w wé ù+ = - + - + - Dë ûw air

é ù( )( )ë ûp air, , , ,, , , ,( )( ), , , ,, , , ,( )( )( )( )( )( )( )( )( )( )
  (34) 

In creating the models for the condenser and the evaporator, the abstractions afforded by the object-

oriented paradigm can be utilized by creating both component models as instances of a generic heat 

exchanger model.  For example, the condenser model can be created by first instantiating a heat exchanger 

model and then modifying this particular instance to reflect the characteristics of the particular application.  

Such modifications might include the inclusion of specific geometric parameters, particular heat transfer or 

pressure drop correlations, or circuiting patterns.  This ability to create a generic model and then modify 

specific instances makes it possible to create robust and reliable models which accurately describe the 

underlying physics of the fluid flow, yet which are flexible enough to use in a variety of applications. 

A simple isenthalpic model of the expansion valve is used to describe the expansion process, which 

has neither mass nor energy storage.  The mass flow rate through the expansion device is related to the size 



of the orifice in the valve q , as well as the density at the inlet of the valve 
inr  and the pressure drop across 

the valve 
in outP P- , e.g., 

 ( ).EEV in in outm p pq r= -EEV iEEV iEEV iEEV im pEEV iEEV iEEV iEEV iEEV iEEV im pm pm pm pEEV iEEV iEEV iEEV iEEV iEEV iq rq rq rm pm pm pm pm pm pm pm pm pm p   (35) 

The FTVI cycle includes 2 expansion devices: an electronic expansion valve (EXV) and a thermostatic 

expansion valve (TXV).  The refrigerant side of both devices use the simple orifice model presented in 

Equation (35), but the means of controlling the orifice size in the devices differs considerably; the EXV is 

controlled by a PID control loop with gains that are selected by the system designer, while the TXV is 

controlled through a mechanical feedback loop.  

The model of the scroll compressor with an injection port is quite complex, owing to the dependence 

of the flow direction through the injection port on the intermediate pressure.  This model is based upon the 

thermodynamics of the physical compression process, rather than the conventional AHRI 540 compressor 

map; this model was used because it has improved ability to describe the compressor performance at points 

other than those used to fit the model parameters (Jahnig, 2000). The general structure of the compressor 

with the injection port is illustrated in Figure 5Figure 5.  
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The simulation of the compression process will be described below, though the full compressor model 

also describes the heat transfer from the motor, the control volumes present at the inlet and outlets, and so 

forth (Qiao, et al., 2015).  The refrigerant flow rate through the scroll set of the compressor is given by 

 

1

4
1 1 2 1

1 60

n

disp

p N
m a a V

p
r

é ù
æ öê ú= + ç ÷ê úè øê úë û

1 1 2 1m a1 1 2 1
ê úm a a Vm am am a1 1 2 1m am am aê ú1 1 2 11 1 2 1a V1 1 2 11 1 2 11 1 2 1a Vm am am a1 1 2 11 1 2 11 1 2 11 1 2 1m am am am a   (36) 

where the constants 1a , 2a , and the polytropic index 1.35n =  are determined through a compressor 

performance test.  The refrigerant flow rate through the injection port is given by 

 2 2 3 2sign( ) | |int in intm p p a p pr= - -2 2 3 2sign( )2 2 3 22 2 3 2m p2 2 3 2sign( )2 2 3 22 2 3 22 2 3 2m pm psign( )   (37) 

where sign indicates the use of the signum function and 1

n

intp pz=  is the intermediate internal 

pressure after the first compression stage, under the assumption of a polytropic compression process and a 

first stage volume ratio 1.21z = .   

The refrigerant temperature after the first compression stage is given by 

 
1

1

1

n

n
int

int

p
T T

p

-æ ö
= ç ÷

è ø
  (38) 

while the refrigerant enthalpy after the two streams mix is given by 

 

1 2 2
2 int

1 2

2 int

for p -p 0,

for p -p 0,

int

mix
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m h m h
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h

+ì
>ï += í

ï £î

1 2 2 for p -1 2 21 2 2m h m h1 2 21 2 21 2 21 2 21 2 21 2 21 2 2

1 2

for 
m m1 21 2+m mm m1 21 2

1 2 2 for int1 2 21 2 2

  (39) 

 
Figure 5: Diagram of compressor with injection 

port 
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The refrigerant temperature after the entire compression process is given by 

 

1

3
3

n

n

mix

int

p
T T

p

-

æ ö
= ç ÷

è ø
  (40) 

and the discharge mass flow rate is determined by 

 
3 3

3

( )int

dis

p p
m

f

r -
= 3 3

3

( )3 33 3
m

r
=   (41) 

where the discharge port pressure drop coefficient 
disf   is also determined experimentally.   

The dynamic model of the flash tank is also quite complex, due to the dependence of the flow regime 

on the height of the liquid level in the tank with respect to the outlet port.  The governing equations for the 

flash tank can be described by 

 

, ,

, , , ,( ) ( ) ( )

FT
FT in liq out vap out

FT FT
FT FT in in FT liq out liq out FT vap out vap out FT

d
V m m m

dt

dh dp
V m h h m h h m h h

dt dt

r

r

= - -

æ ö
- = - - - - -ç ÷

è ø

FT in liq out vap out, ,, ,V m m mFT in liq out vaFT in liq out vaV m m mV m m mFT in liq oFT in liq o

( ) ( ) ( )in in FT liq out liq out FT vap out vap out FT, , , ,, , , ,( ) ( ) ( )( ) ( ) ( ), , , ,, , , ,, , , ,V m ( ) ( ) ( )( ) ( ) ( )in inin in( ) ( ) ( )( ) ( ) ( )( ) ( ) ( )V m ( ) ( ) ( )( ) ( ) ( )( ) ( ) ( )in inin in( ) ( ) ( )( ) ( )( ) ( ) ( )

  

where the specific enthalpy of the refrigerant leaving the flash tank is dependent on the whether the 

refrigerant in the tank is two-phase ( )f FT gh h h< <  or if it is single phase ( FT fh h<  or FT gh h>  )  

sta.  Additional details regarding this model are provided in (Qiao, et al., 2015). 

Model Implementation 

In principle, the system of mixture equations discussed in Section 2 describes the thermofluid 

dynamics for both homogeneous flow and slip flow, where the slip flow model also contains an additional 

closure relation that defines the slip ratio in terms of other thermodynamic variables.  In practice, however, 

such an implementation is not computationally effective, because of the discontinuities between the single 

phase and two-phase regions.  For example, the calculation of the slip ratio /G Lv v  will go to infinity in the 

superheated region; this will either cause problems with numerical robustness, elicit the development of 

complex techniques to activate or deactivate particular equations, or some combination thereof.    

Two alternative formulations of the slip flow closure relations that have improved numerical behavior 

were evaluated in this work.  In the first of these approaches, the mean fluid velocity v  and the phasic 

velocity difference vD  are used to describe the slip between the different phases, while the second 
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approach uses the difference between the flow enthalpy and the in situ enthalpy, referred to as the 

correction enthalpy 
ch , to improve the numerical performance of the simulation.  Each of these 

formulations will be discussed in turn. 

The first of these approaches to address these discontinuities was proposed in (Bauer, 1999), in which 

the mean velocity v  and the velocity difference vD  are used to calculate the balance equations, rather than 

the phasic velocities.  This is done by using the expression for the mixture velocity (Equation (10)) to 

formulate an expression for the phasic velocities, e.g., 

 (1 )( )Gv v x v= + - D   (42) 

 ( )Lv v x v= - D   (43) 

This makes it possible to express the phasic mass flow rates in terms of $v$ and $\Delta v$, 

 
G G Gm v Agr=G G Gm vG G GG G GG G GG G Gm vm vG G GG G Gm vm v      (44) 

 (1 )( )xv A x x v Ar r= + - D   (45) 

  corrxm m= + corrxm mcorr= +xmxm   (46) 

 (1 ) ,L corrm x m m= - -(1 ) ,L corr(1 ) ,) ,m x(1 ) ,(1 ) ,L corL cor(1 ) ,(1 ) ,m xm x(1 ) ,(1 ) ,(1 ) ,   (47) 

where (1 )( )corrm x x v Ar= - D(1corrm x(1corrm xm x(1 , and is calculated at the centers of each element of the thermal grid, as 

are all of the other thermodynamic properties.  This can also be used to develop the following relation 

between x   and x̂ ,   

 ˆ (1 ) .
v

x x x x
v

D
= + -   (48) 

This reformulation of the phasic velocities is particularly useful because the term proportional to vD   

goes to zero both when 0x £   and when 1x ³ .   

The balance equations can be rewritten by using these expressions; the correspondingly reformulated 

mass balance for a fixed control volume is 

 , , , ,G in L in G out L out

dM
m m m m

dt
= + - -, , , ,G in L in G out L out, , , ,, , , ,m m m mG in L in G out L oG in L in G out L o= +m m m mm m m mG in L in G out L oG in L in G oG in L   (49) 

 , , 1

( )
,

j j

flows k flows k

d V
m m

dt

r
+= -   (50) 

while the modified momentum balance for the fixed control volume can be written as 



 ( )in out in out f

dI
I I P P A F

dt
= - + - +in out in o( )( )( )I I ( )( )I II I ( )( )( )in out in oin ouin out in o( )( )( )   (51) 
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where 
flowsI m l= . Finally, the energy balance for the fixed control volume can be rewritten as 

 ˆ ˆ ( )in in out out in out f

dU
m h m h vA P P vF Q

dt
= - + - + +Qin in out out in

ˆ ˆm hin in out out inin in out out inm h m h vAm h m h vAm h m h vAin in out out inin in out out inout out in
  (53) 

 , , 1 1 , ,

( )
( )

j j j

flows k flows k j j j j f i flows k

d u A
H H v A p p vF Q

dt

r
+ += - + - + +f i flows k, ,, ,Qf i flf i fl, ,, ,   (54) 

where flowH  is again computed using the mixed-cup enthalpy, rather than the in situ\textit{in situ} 

enthalpy.  While the mass and energy balances appear to be identical to the homogeneous flow mixture 

equations, the phasic velocities will differ due to the non-unity slip ratio. 

While this implementation of the slip flow equations works well for correlations in which the slip ratio 

is explicitly calculated as a function of other thermodynamic variables (e.g., Zivi or Premoli), the equations 

relating the phasic velocities to the other variables of interest become more complex when using a void-

fraction correlation instead of a slip ratio correlation.  Since the slip ratio is implicitly provided by the 

correlation in such cases, the Modelica compiler must manipulate the set of equations in the model to solve 

for all of the variables; as a result, the compiler must sometimes solve a nonlinear set of simultaneous 

equations at each integration step. Though such conditions can sometimes be resolved by manipulating the 

set of equations (e.g., Equation (14)) into a more suitable form, alternative solutions to this problem are 

desirable.   

Consequently, an alternative slip flow formulation was proposed in (Qiao, et al., 2015) and is designed 

to be more suitable for the use of void-fraction correlations.  Rather than characterize the flow dynamics 

with the mean velocity v  and the velocity difference vD , this method uses the in situ enthalpy h  and an 

enthalpy correction term chD  to describe the slip phenomenon.  This enthalpy correction term is defined as 

 ˆ
ch h hD = -   (5556) 

 ˆ( )( )c g fh x x h hD = - -   (5657) 
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This formulation facilitates the use of void fraction formulations that directly calculate the flow quality 

x̂ .  Rather than working with an implicit relationship between the void fraction and the slip ratio, the use of 

the enthalpy correction term makes it possible to first calculate x̂  from the void fraction correlation, and 

then use the knowledge of x , 
fh  and 

gh  to calculate 
ch  and ĥ  in turn.  Moreover, the set of discretized 

equations does not have to be modified from those used for the homogeneous model because ĥ  is 

computed directly without the modification of other terms. 

This method has two significant features, the first of which is that the terms relating to the phasic 

velocities will not blow up during transitions between single-phase and two-phase regions.  Unlike the slip 

ratio, chD  is well-behaved in that the transition between the single and two-phase zones is smooth, and it 

also goes to zero outside of the two-phase region.  In addition, void fraction correlations with implicit 

relations between the slip ratio and the flow quality can also be used more reliably. 

It is important to note that numerical instabilities can still arise when using this second method with 

particular slip ratio or void fraction correlations.  As explicit slip ratio correlations, such as that defined by 

(Premoli, et al., 1971), often have a very nonlinear relation between the slip ratio and the flow quality, the 

compiler must either rearrange the equations when defining the order of execution or iteratively solve for 

the flow quality as a function of the other variables.  Such problems can arise when there are implicit 

and/or nonlinear relationships between groups of variables. 

The above analysis suggests that the choice of the slip flow implementation must generally be matched 

with the slip ratio or void fraction correlation being used.  Each of these implementations represents an 

improvement over the explicit calculation of the slip ratio, which goes to infinity as the liquid velocity goes 

to zero.  In general, equation-oriented modeling languages are well suited to this type of investigation 

because the different slip ratio models can be individually replaced in the overall cycle model without 

changing any of its other behavioral characteristics.  Despite the power of these languages, however, the 

compilers cannot solve high-index nonlinear sets of DAEs in their full generality, and care must be taken 

during the model construction to ensure that the compiler will be able to generate a model that can be 

accurately integrated.   



To evaluate the efficacy of both of these implementations for simulating slip flow in vapor 

compression cycles, the (Zivi, 1964), (Smith, 1969), and (Premoli, et al., 1971) slip flow correlations were 

implemented in the system dynamic model.  These correlations are given in Table 2Table 2, 

Name Correlation 

(Zivi, 1964) 
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(Smith, 1969) 
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(Premoli, et al., 1971) 
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Table 22: Slip flow correlations evaluated in this paper 

where foRe  and foWe  are calculated under the assumption that only liquid is traveling through the 

channel. 

Results 

A set of dynamic models of the complete flash tank vapor injection cycle were constructed to explore 

the system behavior by interconnecting the component models developed in the previous sections. These 

models were used to explore two main aspects of the system dynamics.  First, the behavior for the model 

with the homogeneous flow assumption is compared to the behavior with the slip flow assumption.  The 



cycle behavior utilizing the different slip flow correlations is then explored to characterize the effect of 

specific slip flow assumptions on the transient cycle dynamics. 

The impact of the flow assumptions on a variety of system variables are therefore explored in this 

work.  First, the effect of the different correlations on the steady-state system charge, and more particularly 

on the evaporator charge, are described.  This is followed by the study of dynamic performance of the cycle 

with variation in the slip flow parameters.  Some of the system variables that are unobservable from 

experimental observations, such as the slip ratio or the static quality, are studied first; this is followed by a 

comparison of the simulations to data collected from an experimental FTVI system that is described in 

detail in (Qiao, et al., 2015).  Such a comparison will be developed both for the system behavior during a 

startup transient as well as for transients that deviate from a steady-state operating point. 

The models described above were implemented using the Modelica compiler Dymola 2015 (Dassault 

Systemes, 2014) and tested extensively on a set of FTVI cycle models that used fluid models for moist air 

and R410a which are included in the commercially available Air-Conditioning Library (Modelon AB, , 

2014).  A representative simulation of the transient behavior of the cycle over a 600 second time horizon 

ran on an 3.4 GHz Intel Core-i7 64-bit machine with 8 Gb of RAM in 373 seconds. Each of these models is 

identical except for relations used to describe the slip ratio in the heat exchangers.  These models were each 

initialized from the same set of starting pressures and air-side temperatures to ensure a valid basis for 

Input Parameter Value 

Condenser inlet air temperature 21.1 degrees C [70 

degrees F] 

Condenser inlet relative humidity 75% 

Evaporator inlet air temperature  8.3 degrees C [45 

degrees F] 

Evaporator inlet relative humidity 48% 

System refrigerant charge 7.0 kg [15.4 lbm] 

Compressor speed 3500 rpm 

Expansion valve stroke fraction 
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comparison, listed in Table 3Table 3.  The resulting mass inventoriesy for these models after this 

initialization step for the thermal states are listed in Table 4Table 4.   

It is evident from the data presented in Table 4Table 4 that there are significant differences between the 

evaporator mass inventory of the different cycles, and that these differences are responsible for the majority 

of the discrepancy between the complete cycle mass inventories.  More specifically, the slip flow cycles 

had a total evaporator inventory that is 75-85% higher than the homogeneous flow cycle, though the cycles 

were all initialized at the same operating point.  These differences in charge are due in part to the fact that 

the liquid phase velocity is much lower than the vapor phase velocity, causing the total residence time of 

the liquid in the heat exchangers to be much longer for the slip flow cycles than for the homogeneous flow 

cycle.  However, these differences in charge between the cycles with the different flow assumptions are 

only relevant to the components' two-phase flows; since many of the components in the cycle have single 

phase flow, the influence of the slip ratio is not manifest in these components, and the charge inventory for 

these single phase components will be the same for all of the cycles.  .The mass inventory in the condenser 

is also quite similar, because much of the mass is contained in the subcooled section of the condenser, and 

because the length of the two-phase region in the condenser is shorter than it is in the evaporator.  These 

differences in refrigerant mass would have likely been even larger if the refrigerant dissolved in the oil 

taken into account, but such refrigerant/oil multicomponent fluid modeling was not developed in this work. 



Turning to the transient cycle behavior, one set of simulations is illustrated in Figure 8Figure 8, Figure 

6Figure 6, and Figure 7Figure 7 to illustrate the differences between these the cycle models with the 

different flow assumptions.  At t=50 seconds during this experiment, the expansion valve stroke fraction 

was increased from 22\% to 25\%. 

Figure 8Figure 8 and Figure 6Figure 6 demonstrate the effect of the different slip ratios on the transient 

Slip Ratio Correlation Evaporator Mass 
Inventory 

Condenser Mass 
Inventory 

System mass 
inventory 

Homogeneous model 275 g [9.70 oz] 1532 g [54.0 oz] 5374 g [189.6 oz] 

(Zivi, 1964) 498 g [17.6 oz] 1570 g [55.4 oz] 5672 g [200.1 oz] 

(Smith, 1969) 483 g [17.0 oz] 1555 g [54.9 oz] 5627 g [198.5 oz] 

(Premoli, et al., 1971) 509 g [18.0 oz] 1567 g [55.3 oz] 5679 g [200.3 oz] 
 Table 44: Mass inventories for simulations with different slip ratios 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
Figure 7: Slip ratio in the middle of the evaporating section for all 

of the cycle models during a transient step in the expansion valve 

orifice size 

 

 
Figure 6: Static quality in the middle of the evaporating section 

for all of the cycle models during a transient step in the expansion 

valve orifice size 

 

 
Figure 8: Evaporator mass inventories for all cycle models during a 

transient step in the expansion valve orifice size. 

 



response of the system.  In particular, it is clear from Figure 8Figure 8 that both the magnitude and the 

duration of the transient response of the evaporator mass inventory for the homogeneous cycle are smaller 

than the equivalent responses for the slip flow models.  It is also interesting to note that the different slip 

flow correlations correspond to different transient responses; the response of the simulation in which the 

Zivi correlation is implemented is more underdamped than the response of the model with the Premoli 

correlation.  More information about the system response in these conditions is also provided in Figure 

6Figure 6, which illustrates the time-varying slip ratio in the heat exchangers at one point in the middle of 

the condensing section.  The slip ratio for the Premoli cycle is approximately twice the va lue of that for the 

Zivi cycle, and the slip ratio transient for the Premoli cycle also has much more variation than the slip ratio 

for the Zivi cycle.  One possible explanation for the different amounts of damping is that the higher slip 

ratios of the Smith and Premoli cycles cause a stronger coupling between the slip ratio and other cycle 

dynamics than for the Zivi and homogeneous cycles.  This may cause the dynamic responses of the 

homogeneous and Zivi cycles to be qualitatively similar, though the magnitude of the evaporator mass 

inventories are different.  However, an examination of the static quality dynamics at the same point, 

illustrated in Figure 7Figure 7, suggest that comparable differences are not found in all of the dynamics; the 

dynamics of the static quality for all of the three slip flow simulations are qualitatively similar, and are 

significantly slower than the dynamics for the single phase flow. 

While these simulation studies revealed the potential for new understanding of the dynamic system 

behavior, it was also important to experimentally validate the trends observed in these simulations. The 

results of these simulations were therefore also compared to experimental data collected on an FTVI system 

which incorporated a wealth of sensors that could be used to analyze and optimize the cycle. Particularly 

salient characteristics of this heat exchangers in the experimental platform are collected in Table 5; 

additional   Detailed information about the experimental FTVI platform can be found in (Qiao, et al., 2015).  

Data collected on the experimental system was compared both to the transients from a steady-state 

operating point, in the same manner as the previous plots, as well as to the startup transients of the 

machine.   

 

Parameter Outdoor coil Indoor coil 

Field Code Changed

Formatted Table



Tube length 2565 mm [101.0 in] 483 mm [19.0 in] 

Tube outer diameter 7.9 mm [0.311 in] 9.5 mm [0.374 in] 

Tube wall thickness 0.8 mm [0.0315 in] 0.8 mm [0.0315 in] 

Tubes per bank 32 26 

Number of tube banks 2 3 

Coils in parallel 1 2 

Fin type Louver fin Louver fin 

Air mass flow rate 1.18 kg/s [156.1 lbm/min] 0.70 kg/s [92.6 lbm/min] 

Table  5: Selected parameters of experimental platform 
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The overall importance of including a model of slip flow in the heat exchangers can be clearly seen 

from the plots illustrated in Figure 11Figure 11 and Figure 12Figure 12, though there are some 

discrepancies between the experimental data and the simulation data due in part to inaccuracies in the TXV 

model. During this experiment, the system was perturbed from the steady-state operating point described 

by the parameters listed in Tables 4 and 5 by stepping the high-pressure electronic expansion valve from a 

stroke fraction of 22% to 25%, while leaving all other control inputs constant.  Looking first at the suction 

superheat data illustrated in Figure 12Figure 12, the transient corresponding to the homogeneous flow 

 

 
Figure 12: Compressor suction superheat temperature for both 

experiment and simulation 

 

 
Figure 11: Suction pressure for both experiment and simulation. 

 
 

 
Figure 10: Suction pressure for both experiment and homogeneous 

flow simulations of the startup transient. 

 

 
Figure 9: Discharge pressure for experiment and slip flow simulations 

of the startup transient. 

 



assumption is much faster than both the experimental data and the comparable slip flow transients.  This 

phenomenon is likely due to the greater inertia of the liquid component of the flow.  The suction pressure 

data illustrated in Figure 11Figure 11 also shows similar dynamics, in that the transients correponding to 

the slip flow simulations resemble the experimentally collected waveforms much more closely than do the 

homogeneous flow simulations.  These results suggest that modeling the slip ratio in heat exchanger 

models is important to accurately describe the dynamic behavior of the system.  

A comparison of the startup transients of the experimental data and the simulations yields results that 

are somewhat different than the steady-state transients, as can be seen in Figure 13Figure 13, Figure 

9Figure 9, and Figure 10Figure 10.  In general, all of the startup waveforms are very similar, suggesting 

that the impact of the flow model on the startup transient is not as great as the impact on steady-state 

transients.  In comparing the minor differences, however, it appears that the homogeneous flow model 

captures the system dynamics more accurately during the startup transient than the slip flow models do.  

For example, the discharge pressure transients in both the experimental data and the homogeneous flow 

model that are illustrated in Figure 10Figure 10 are more underdamped than the slip flow transients 

illustrated in Figure 9Figure 9.  Moreover, only the homogeneous flow transient reproduces the clear 

discontinuous excursion in Figure 13Figure 13 that is evident in the experimental data, unlike the slip flow 

transients.  It is likely that these differences can be attributed to the fact that the fluid immediately after 

 
Figure 13: Superheat temperature for both experiment and 

simulations of startup transient. 

 



startup is homogeneous, and takes some time to develop into either a boiling or condensing flow after the 

compressor is turned on.   

 

Conclusions and Future Work 

A heterogeneous slip flow model for two-phase heat exchangers was proposed in this paper, and a 

Modelica implementation of a complete models of a flash-tank vapor injection cycle with different flow 

assumptions was discussed.  In addition, the output of these models was compared to experimentally 

collected data on the FTVI cycle.  In comparing the characteristics of these cycle models, it is clear that the 

slip flow cycle models have a significantly higher evaporator mass inventory than the homogeneous model, 

and that the timescale of the steady-state transients observed in the experimental data matches the output of 

the slip flow models more closely than that of the homogeneous flow models.  It is also notable that the 

startup transients are generally very similar, suggesting that the use of a heterogeneous flow model is not as 

significant during the initial startup transient, and that the homogeneous flow model might be more valid 

during this startup period.  On the basis of these results, it is clear that the some of the differences between 

the cycles with either homogeneous flow or slip flow are not negligible, and that the flow model must be 

carefully considered when developing models, especially those which will be calibrated to experimental 

data.  These considerations are especially pertinent to cycles in which the total refrigerant charge is 

minimized, as the portion of the cycle which contains two-phase refrigerant is considerably greater than in 

cycles with large superheated or subcooled volumes.  Future work should include additional experimental 

validation to further characterize the differences between startup and steady-state transient behavior to 

create a flow model that can be used in both the startup and steady-state regimes.   

 

 

 

 

 

 



 

 

 

Nomenclature 

 

A  cross-sectional area k  Thermal conductivity , ,i j k   Control volume index 

D  Tube diameter mm  Mass flow rate dis   Discharge port 

F  Force p  Pressure suc   Suction port 

I  Momentum u  Specific internal energy G   Gas 

L  Wall thickness v  Velocity L   Liquid 

M  Mass x  Static quality b   Bulk 

Q  Heat flow rate x̂  Flow quality corr   Cuorrection 

S  Slip ratio /G Lv v=   a  Heat transfer coefficient ,a air   Air 

T  Temperature g  Void fraction ,w wall   Wall 

U  Internal energy V  Friction factor f   Friction factor 

V  Volume h  Efficiency   

c  Specific heat capacity r  Density   

h  In situ specific enthalpy q  EXV stroke fraction   

ĥ  “mixed-cup” specific enthlapy Y  Extensive property   

w  Humidity ratio y  Intensive property   
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