Abstract

We investigate the infeasibility detection in the alternating direction method of multipliers (ADMM) when minimizing a convex quadratic objective subject to linear equalities and simple bounds. The ADMM formulation consists of alternating between an equality constrained quadratic program (QP) and a projection onto the bounds. We show that: (i) the sequence of iterates generated by ADMM diverges, (ii) the divergence is restricted to the component of the multipliers along the range space of the constraints and (iii) the primal iterates converge to a minimizer of the Euclidean distance between the subspace defined by equality constraints and the convex set defined by bounds. In addition, we derive the optimal value for the step size parameter in the ADMM algorithm that maximizes the rate of convergence of the primal iterates and dual iterates along the null space. In fact, the optimal step size parameter for the infeasible instances is identical to that for the feasible instances. The theoretical results allow us to specify a practical termination condition for infeasibility and the performance of such criterion is demonstrated in a model predictive control application.
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1. INTRODUCTION

In this paper, we consider the solution of QPs of the form:

$$
\min \frac{1}{2} y^T Q y + q^T y \\
\text{s.t. } Ay = b \\
y \in \mathcal{Y}
$$

(1)

where \( y, q \in \mathbb{R}^n \), \( Q \succeq 0 \) is a symmetric, positive semidefinite matrix, \( A \in \mathbb{R}^{m \times n} \) with \( m < n \), \( b \in \mathbb{R}^m \) and \( \mathcal{Y} = [y_{\min}, y_{\max}] \) where \(-\infty \leq y_{\min}^i < y_{\max}^i \leq \infty \) for \( i = 1, \ldots, n \). The assumption on \( \mathcal{Y} \) is imposed for computational reasons although the results developed in this paper apply to general convex sets as well.

ADMM algorithms were first proposed by Gabay and Mercier [1]. For a recent survey article refer to Boyd et al [2]. A number of recent papers that have studied convergence of ADMM include [3]–[8]. All of the above cited papers consider the convergence of the algorithm under the assumption that the problem is feasible. Eckstein and Bertsekas [9] show that for infeasible convex problems at least one of the primal and dual sequences generated by ADMM diverges. Aside from [9], there has been little attention to the behavior of the ADMM algorithm when the problem is infeasible.

In this paper we investigate the behavior of ADMM algorithm on infeasible instances of convex QPs with equalities and bounds. The ADMM formulation is based on our previous work [8] where we split the QP (1) into two blocks, an equality constrained QP and a projection onto the set defined by \( \mathcal{Y} \). In [8] we established that our ADMM algorithm converges 2-step-Q-linearly to a solution when the QP is feasible and derived the optimal step size parameter. In this work, we consider the detection of infeasibility for the QPs in (1) when using the ADMM formulation of [8]. In particular, we show that sequence of iterates generated by the algorithm does not have a limit point. However, the divergence of the iterates is restricted to the component of the multipliers in the range space of the equality constraints. The iterates for the equality and projection problem converge to minimizers of the Euclidean distance between the subspace defined by equality constraints \( Ay = b \) and the convex set \( \mathcal{Y} \). The choice of optimal step size parameter is identical to that for the feasible case derived in [8]. This shows that the proposed ADMM algorithm converges at an optimal rate for both feasible and infeasible QPs. Furthermore, the analysis allows to define a criterion for identifying infeasible QPs and terminating before the maximum number of iterations is reached.

The rest of the paper is organized as follows. Section II provides some background on the linear spaces, projection operator and the notion of infeasibility of the QP in (1). The ADMM algorithm is described in Section III. We provide a characterization of the limiting behavior of the ADMM algorithm on infeasible QPs in Section IV. Convergence of the algorithm to the limiting sequence and derivation of the optimal step size parameter is shown in Section V. Section VI presents termination conditions and numerical results on infeasibility detection in QPs arising from Model Predictive Control. Conclusions and future work are discussed in Section VII.

Notation: We denote by \( \mathbb{R}, \mathbb{R}_+ \) the set of reals and set of non-negative reals, respectively. All vectors are assumed to be column vectors. For a vector \( x \in \mathbb{R}^n \), \( x^T \) denotes its transpose and for two vectors \( x, y \), \( (x, y) = [x^T \ y^T]^T \). For a matrix \( A \in \mathbb{R}^{n \times n} \), \( \rho(A) \) denotes the spectral radius, \( \lambda_i(A) \) denotes the eigenvalues and \( \lambda_{\min}(A), \lambda_{\max}(A) \) denote the minimum and maximum eigenvalues. For a symmetric matrix \( A, A \succeq 0 (A \preceq 0) \) denotes positive (semi)definiteness. We denote by \( I_n \in \mathbb{R}^{n \times n} \) the identity matrix. The notation \( \lambda \perp x \in \mathcal{Y} \) denotes the inequality \( \lambda^T (x'-x) \geq 0, \forall x' \in \mathcal{Y} \), which is also called the variational inequality. We use \( \| \cdot \| \) to denote the 2-norm for vectors and matrices. A sequence \( \{x^k\} \subset \mathbb{R}^n \) converging to \( x^* \) is said to converge at a Q-linear rate if \( \|x^{k+1} - x^*\| \leq r \|x^k - x^*\| \) where \( 0 < r < 1 \). We denote by \( \{x^k\} \to \bar{x} \) the convergence of the sequence to \( \bar{x} \).
II. BACKGROUND

We make the following assumptions on the QP in (1).
Assumption 1: The set $\mathcal{Y}$ is non-empty, $\mathcal{Y} \neq \emptyset$.
Assumption 2: The matrix $A \in \mathbb{R}^{m \times n}$ has full row rank equal to $m$.
Assumption 3: The hessian is positive definite on the null space of the equality constraints, i.e., $Z^TQZ \succ 0$ where $Z \in \mathbb{R}^{n \times (n-m)}$ is a basis for the null space of $A$.

A. Range and Null Spaces

We will denote by $R \in \mathbb{R}^{n \times m}$ an orthonormal basis for the range space of $A^T$ and by $Z \in \mathbb{R}^{n \times (n-m)}$ an orthonormal basis for the null space of $A$. Then,

$$ R^T R = I_m, \quad Z^T Z = I_{n-m}, \quad R^T Z = 0 \quad (2a) $$
$$ RR^T + ZZ^T = I_n. \quad (2c) $$

where the first follows from the orthonormality of basis matrices, the second from orthogonality of the bases, and the final one follows from the columns of $R, Z$ spanning $\mathbb{R}^n$.

B. Projection on to a Convex Set

Given a convex set $\mathcal{Y} \subseteq \mathbb{R}^n$ we will denote by $\mathbb{P}_\mathcal{Y} : \mathbb{R}^n \rightarrow \mathcal{Y}$ the projection operator which is defined as the solution of the following strictly convex program,

$$ \mathbb{P}_\mathcal{Y}(y) := \min_{y \in \mathcal{Y}} \frac{1}{2} \| y - w \|^2 $$

The optimality conditions of (3) can be simplified as,

$$ \mathbb{P}_\mathcal{Y}(y) - y - \lambda = 0, \quad \lambda \in \mathbb{R} \quad (3b) $$

C. Infeasible QP

Under Assumptions 1 and 2 QP (1) is infeasible iff

$$ \{ y | Ay = b \} \cap \mathcal{Y} = \emptyset. \quad (5) $$

Further, there exist $y^o$ such that $Ay^o = b, w^o \in \mathcal{Y},$

$$ (y^o, w^o) = \min_{y,w} \frac{1}{2} \| y - w \|^2 \quad (6) $$

s.t. $Ay = b, w \in \mathcal{Y}$

where $y^o \neq w^o$. It is easily seen from the optimality conditions of (6) that

$$ w^o - y^o \in \text{range}(A^T), \quad \lambda^o = w^o - y^o, $$

$$ \lambda^o \perp w^o \in \mathcal{Y} \quad (7) $$

where $\lambda^o$ is a multiplier for the $w \in \mathcal{Y}$. It is easy to show that $Ay = \alpha b + (1-\alpha)Aw^o$, for any $0 < \alpha < 1$ is a hyperplane separating the linear subspace defined by equalities and the set $\mathcal{Y}$. Further, from the optimality conditions it is clear that $(y^o + Zy, w^o + Zy, \lambda^o)$ is a KKT point of (6) provided $yZ \in \mathbb{R}^{m \times (n-m)} \neq 0$ is such that $w^o + Zy \in \mathcal{Y}$. In other words, the point $(y^o, w^o)$ is only unique along the range space of $A^T$. Observe that $(y^o + Zy, w^o + Zy)$ are minimizers of Euclidean distance between the hyperplane, $Ay = b$ and the convex set, $\mathcal{Y}$.

III. ADMM ALGORITHM

Consider the following reformulation of the QP in (1),

$$ \min_{y} \frac{1}{2} y^T Q y + q^T y $$

s.t. $Ay = b, w \in \mathcal{Y}$

(8)

where $\mathcal{Y}$ is the null space of $A$. Another way to state this is

$$ y = w. \quad (9) $$

Proceeding as in [8], define the augmented lagrangian as,

$$ L_\beta(y, w, \lambda) := \frac{1}{2} y^T Q y + q^T y + \frac{\beta}{2} \| y - w - \lambda \|^2 \quad (9) $$

where $\beta > 0$ is the penalty parameter and $\beta$ is the multiplier for $y = w$. We propose to solve (8) by an ADMM algorithm with steps:

$$ y^{k+1} = \min_{y} L_\beta(y, w^k, \lambda^k) \quad (10a) $$

$$ w^{k+1} = \min_{w} L_\beta(y^{k+1}, w, \lambda^k) \quad (10b) $$

$$ \lambda^{k+1} = \lambda^k + \frac{1}{\beta}(y^{k+1} - w^{k+1}) \quad (10c) $$

where $M := Z \left( \left( Q^T / \beta + I_n \right) Z \right)^{-1} Q^T, \quad N := (I_n - MQ/\beta RAR^{-1}),$ and $\tilde{q} = q/\beta$. Observe that if the step-size parameter $\beta$ is fixed, $M, Nb$ for the iterations in (10) can be computed just once, possibly (long) before the iterations in (10) being executed. Substituting (10a) in (10b), (10c) and simplifying,

$$ w^{k+1} = \mathbb{P}_\mathcal{Y}(v^k) $$

$$ \lambda^{k+1} = (\mathbb{P}_\mathcal{Y} - I_n)(v^k) $$

where $(\mathbb{P}_\mathcal{Y} - I_n)(v^k)$ is shorthand for $(\mathbb{P}_\mathcal{Y}(v^k) - v^k)$ and,

$$ v^k = Mw^k + (M - I_n)\lambda^k - M\tilde{q} + Nb. $$

The update step (11) is of the form in (4) with $y$ replaced by $v^k$ and hence,

$$ \lambda^{k+1} \perp w^{k+1} \in \mathcal{Y}. \quad (13) $$

IV. LIMIT SEQUENCE OF ADMM

Suppose QP (1) is infeasible, then there does not exist any fix points for (10). If that were not the case, then from (10c) there should exist $y, w$ such that $Ay = b$ and $w \in \mathcal{Y}$ which violates the assumption of QP (1) being infeasible. We will show that (10) generates a sequence in which only the sequence of multipliers $\{\lambda^k\}$ diverge. In particular, $\{\lambda^k\}$ diverges along a direction in range($R$). The iterates $\{(y^k, w^k)\}$ converge to a limit point $(y^*, w^*)$ minimizing the Euclidean distance between the hyperplane and convex set, where $y^Q \in \text{range}(Z)$, possibly equal to 0, is such that $w^o + y^Q \in \mathcal{Y}$. Notably, the limit point for $\{(y^k, w^k)\}$ is independent of $\beta$. First we characterize $y^Q$.

Lemma 1: Suppose Assumptions 1-3 hold and the QP (1) is infeasible. Then, there exists $y^Q \in \text{range}(Z), \lambda^Q \in \mathbb{R}^n$, with $y^Q, Z^T \lambda^Q$ unique, such that

$$ Z^T Q(y^o + y^Q) + Z^T q - Z^T \lambda^Q = 0 $$

$$ \lambda^Q \perp (w^o + y^Q) \in \mathcal{Y}. \quad (14) $$
Furthermore, \((\lambda^Q + \gamma \lambda^o) \forall \gamma \geq 0\) is also a solution to (14).

**Proof:** Since \(y^Q \in \text{range}(Z)\), let \(y^Q = Z y^Q_2\) for some \(\hat{y}^Q_2 \in \mathbb{R}^{m-n}\). Substituting this in (14) and simplifying, it is easy to show that (14) are the optimality conditions for,

\[
\min_{y^Q_2} \frac{1}{2} (y^Q_2)^T (Z^T Q Z) y^Q_2 + (Z^T q + Z^T Q y^o)^T y^Q_2
\]

s.t. \(w^o + Z y^Q_2 \in \mathcal{Y} \). (15)

The strict convexity of the QP (15) follows from Assumption 3 and this guarantees uniqueness of \(y^Q_2\), if one exists. Weak Slater’s condition [10] holds for the QP (15) since the constraints in \(\mathcal{Y}\) are affine and \(y^Q_2 = 0\) is a feasible point.

The satisfaction of convexity and weak Slater’s condition by QP (15) implies that strong duality holds for (15) and the claim on existence of \(y^Q_2, \lambda^Q\) holds. The uniqueness of \(y^Q\) follows from uniqueness of \(y^Q_2\) and full column rank of \(Z\). The uniqueness of \(Z^T \lambda^Q\) follows from the first equation of (14) and uniqueness of \(y^Q\).

To prove the remaining claim, consider the choice of \((\lambda^Q + \gamma \lambda^o)\) as a solution to (14). Satisfaction of the first equation in (14) follows from \(\lambda^Q \in \text{range}(R)\) by (7) and \(Z^T R = 0\) by (2b). As for the variational inequality in (14),

\[
\frac{(\lambda^Q + \gamma \lambda^o)^T (w' - (w^o + y^Q))}{(\lambda^Q)^T (w' - (w^o + y^Q)) + \gamma (\lambda^o)^T (w' - w^o)} \geq 0 \quad \nexists w' \in \mathcal{Y}
\]

where the first term is non-negative by variational inequality in (14), the second term is non-negative by variational inequality in (7) and the last term vanishes since \(\lambda^Q \in \text{range}(R)\) and \(y^Q \in \text{range}(Z)\), proving the claim. ■

The next lemma establishes some properties of the ADMM iterate sequence.

**Lemma 2:** Let \(\{y^k, w^k, \lambda^k\}\) be generated by the ADMM algorithm (10). Then the following statements are equivalent.

\[
\begin{align*}
\{w^k\} & \rightarrow \hat{w}, \{Z^T \lambda^k\} \rightarrow \hat{\lambda}_Z, \{R^T (\lambda^{k+1} - \lambda^k)\} \rightarrow \hat{\lambda}_R \\
\{w^k\} & \rightarrow \hat{w}, \{k\} \rightarrow \hat{k}, \hat{y} \neq \hat{w}
\end{align*}
\] (16) (17)

for some \(\hat{\lambda}_R \neq 0\). Further, if (16) (or (17)) hold then,

\[
\left\{\begin{array}{l}
\gamma \lambda^T (w^k - y^Q) \\
\|\lambda^T (w^k - y^Q)\|
\end{array}\right\} \rightarrow 1.
\] (18)

**Proof:** Suppose (16) holds. From (10a)

\[
\{y^k\} \rightarrow y := M (w + Z \hat{\lambda}_Z - \hat{q}) + Nb.
\]

from (2c) and \(MR = 0\). From (16), it must hold by (10c) that \(\{Z^T (w^k - y^k)\} \rightarrow 0\), \(\{R^T (w^k - y^k)\} \rightarrow 0\). Thus, \(\hat{y} \neq \hat{w}\).

Suppose (17) holds. From (10a) and using (17) we have that \(\{Z^T \lambda^k\} \rightarrow \hat{\lambda}_Z\), then by (10c) this implies that \(\{R^T (\lambda^{k+1} - \lambda^k)\} \rightarrow \hat{\lambda}_R\) for some \(\hat{\lambda}_R \in \mathbb{R}^m\).

To show (18), consider the following decomposition,

\[
\frac{w^k - y^k}{\|w^k - y^k\|} = \alpha^k \zeta + \nu^k_1, \quad \frac{\lambda^k}{\|\lambda^k\|} = \alpha^k \zeta + \nu^k_2
\] (19)

where \(\zeta = (\hat{w} - \hat{y})/\|\hat{w} - \hat{y}\|\), and \(\zeta^T \nu^k_i = 0\), for \(i = 1, 2\). Further, from (16), (17) we have that \(\{\alpha^k\} \rightarrow 1, \{\nu^k_i\} \rightarrow 0\) for \(i = 1, 2\). Substituting (19) in (18),

\[
\frac{(\lambda^k)^T (w^k - y^Q)}{\|\lambda^k\| \|w^k - y^Q\|} = \alpha^k \zeta + \nu^k_1)^T (\alpha^k \zeta + \nu^k_2)
\]

\[
= \alpha^k_1 \zeta + \zeta^T (\alpha^k_1 \nu^k_1 + \alpha^k_2 \nu^k_2) + (\nu^k_1)^T \nu^k_2
\]

\[
\geq \alpha^k_1 \zeta^T (\alpha^k_1 \nu^k_1 + \alpha^k_2 \nu^k_2) - \|\nu\| \|\nu\| - \|\nu\| \|\nu\|
\]

where the second equality follows from expanding terms and using \(\|\zeta\| = 1\), while the last inequality is obtained from the Cauchy-Schwarz inequality. The result in (18) follows from the limit of the sequence of \(\alpha^k_1, \nu^k_1\).

Using Lemmas 1 and 2 we can state the limiting behavior of the ADMM iterations (10) when the QP (1) is infeasible.

**Theorem 1:** Suppose Assumptions 1-3 hold. Then the following are true.

(i) If QP (1) is infeasible then, \(\{y^k + y^Q, w^k + y^Q, \lambda^k\}\) is a sequence satisfying (10) for \(k \geq k'\) sufficiently large with, \(y^Q, \lambda^Q\) as defined in (14) and,

\[
\lambda^k = \frac{1}{\beta} (\lambda^Q + (k - \gamma) \lambda^o), \quad \gamma \leq k'.
\] (20)

(ii) If the ADMM algorithm (10) generates \(\{y^k, w^k, \lambda^k\}\) satisfying (17) then, the QP (1) is infeasible. Further, \(\hat{y} = y^k + y^Q, \hat{w} = w^k + y^Q\) and \(\lambda^k\) satisfies (20).

**Proof:** Consider the claim in (i). For proving that (10a) holds, we need to show that,

\[
y^Q + y^Q - \hat{M} (w^k + y^Q + \hat{\lambda}_k - \hat{q}) - Nb = 0.
\] (21)

Multiplying the left hand side of (21) by \(R^T\), using \(R^T \hat{M} = 0, R^T y^Q = 0\) and simplifying,

\[
R^T y^Q - (AR)^{-1} b = (AR)^{-1} (ARR^T y^Q - b) = 0
\]

where the last equality follows from (7). Multiplying the left hand side of (21) by \(Z^T\), from \(Z^T \hat{M} = M Z^T\) where \(M = (Z^T Q Z / \beta + I_{n-m})^{-1}\), \(Z^T Nb = -(M Z^T Q / \beta) R R^T (y^Q + y^Q)\) we obtain,

\[
\begin{align*}
Z^T (y^Q + y^Q) - M Z^T (\hat{w} + y^Q + \hat{\lambda}_k - \hat{q}) \\
+ M Z^T (Q / \beta) R R^T (y^Q + y^Q)
\end{align*}
\]

\[
= M \left[ (Z^T Q Z / \beta + I_{n-m}) Z^T (y^Q + y^Q) \right]
\]

\[
- Z^T \left( (\hat{w} + y^Q + \hat{\lambda}_k - \hat{q}) + (Q / \beta) R R^T (y^Q + y^Q) \right)
\]

\[
= M \left( Z^T (Q / \beta) (y^Q + y^Q) + Z^T (y^Q + y^Q) \right)
\]

\[
- Z^T (w^k + y^Q + \lambda^o - \hat{q})
\]

\[
= (M / \beta) \left[ Z^T Q (y^Q + y^Q) + Z^T q - Z^T \lambda^Q \right] = 0
\] (23)

where the first equality follows simply by removing \(\hat{M}\) as the common multiplicative factor, the second equality follows...
from (2c), the third equality from (7), (20) and the final equality from (14). Combining (22) and (23) shows that the said sequence satisfies (21). To prove that (10b) holds consider for any $w' \in \mathcal{Y}$,
\[
\begin{align*}
(w^o + y^Q - y^o - y^Q + \lambda^k) \cdot (w' - w^o - y^Q) \\
= (w^o - y^o + \lambda^k) \cdot (w' - w^o - y^Q) \\
= - \frac{1}{\beta} \left( \lambda^Q + (k+1)\lambda^Q \right) \cdot (w' - w^o - y^Q) \\
= - \frac{1}{\beta} \left( \lambda^Q + (k-\gamma+1)\lambda^Q \right) \cdot (w' - w^o - y^Q) \geq 0
\end{align*}
\] (24)
where the second equality follows from (7) and (20), and the inequality follows from Lemma 1 by noting that $\gamma = (k-\gamma+1) \geq 0$. Thus, $w^o + y^Q = \mathbb{P}_Y (y^o + y^Q - \lambda^k)$ holds and the sequence in the claim satisfies (10b). Finally, the definition of $\lambda^k$ in (20) implies that (10c) holds, and thus (i) is proved.

Consider the claim in part (ii). From (18) we have that for any $\epsilon > 0$ there exists $k_\epsilon$ such that for all $k \geq k_\epsilon$,
\[
\frac{(\lambda^k)^T (w^o - y^o)}{||w^o - y^o||^2} \geq (1-\epsilon) \frac{||\lambda^k||}{||w^o - y^o||}.
\] (25)
From which we have that,
\[
\begin{align*}
\lambda^k &= \alpha^k (w^o - y^o) + \mu^k, \\
\alpha^k &= \frac{(\lambda^k)^T (w^o - w^k)}{||w^o - w^k||^2} \geq (1-\epsilon) \frac{||\lambda^k||}{||w^o - w^k||}, \\
\frac{||\mu^k||}{||w^o - w^k||} &\leq \frac{1}{1-\epsilon} \frac{1}{\epsilon} ||\lambda^k||.
\end{align*}
\] (26a)-(26c)
Then for all $w' \in \mathcal{Y}$ we have that,
\[
\begin{align*}
(w^o - y^o)^T (w' - w^k) &= \frac{1}{\alpha^k} (\lambda^k)^T (w' - w^k) - \frac{1}{\alpha^k} (\lambda^k)^T (w^o - w^k) \\
&\geq - \frac{\sqrt{1-(1-\epsilon)^2}}{1-\epsilon} ||w^o - y^o|| ||w' - w^k||
\end{align*}
\] (27)
where the inequality follows from (13), the Cauchy-Schwarz inequality and the substitution of (26b) and (26c). Hence,\[
\lim_{k \to \infty} \frac{(w^o - y^o)^T (w' - w^k)}{||w^o - w^k||} \geq 0 \forall w' \in \mathcal{Y}
\] (28)
and $(w - y) \perp w \in \mathcal{Y}$. Since $\mathbb{A}y = b, w \in \mathcal{Y}$ we have that $(y, w) \in \mathcal{Y}$ and hence, the QP (1) is infeasible. From uniqueness of the range space component in (6), $R^T y = R^T y^o, R^T w = R^T w^o$ and also $Z^T w = Z^T y$. From the update steps in the ADMM (10) we have that,
\[
Z^T \left( Q \left( y^o + Z^T (y - y^o) \right) + q - \beta \lambda^k \right) = 0,
\] (29)
for all $k$ sufficiently large, where first equation follows by replacing $y^Q, \lambda^Q$ by $Z^T \left( y - y^o \right), \beta \lambda^k$, respectively, in (23), and the second condition follows from (13). The conditions in (29) are the conditions in (14) and hence, Lemma 1 applies to yield that $Z^T \left( y^o - y^o \right) = Z^T \left( w - w^o \right) = y^Q, Z^T \lambda^k = Z^T \lambda^Q$. Thus, $y = y^o + y^Q, w = w^o + y^Q, \lambda^k$ satisfies (20) and the claim holds.

Observe that in (20) the range space component $\lambda^Q$ is not unique. The ADMM iterations only specify that $\lambda^{k+1} - \lambda^k = \lambda^k$, and hence that (20) holds for some constant $\gamma$.

V. CONVERGENCE OF THE ALGORITHM

First, we recall some results on the projection operator.
Lemma 3 (Lemma 3 [8]): For any $v, v' \in \mathbb{R}^n$:
\[
\begin{align*}
&\text{(i)} \quad \left( ||\mathbb{P}_Y (v) - \mathbb{P}_Y (v')|| \right)^2 \left( ||(I_n - \mathbb{P}_Y (v)) - (I_n - \mathbb{P}_Y (v'))|| \right) \geq 0 \\
&\text{(ii)} \quad \left( ||(I_n - \mathbb{P}_Y (v)) - (I_n - \mathbb{P}_Y (v'))|| \right)^2 \leq ||v - v'||^2 \\
&\text{(iii)} \quad \left( ||(I_n - \mathbb{P}_Y (v)) - (I_n - \mathbb{P}_Y (v'))|| \right) \leq ||v - v'||
\end{align*}
\] (24)
The following result on spectral radius of $\mathbb{M}$ is also useful.
Lemma 4 (Lemma 4 [8]): Suppose Assumptions 2 and 3 hold. Then, $\rho(\mathbb{M}) < 1$.

Next, we introduce some properties satisfied by the iterates (11). The proofs, which are not shown for the sake of brevity, can be obtained using Lemmas 3 and 4.

Lemma 5: Suppose Assumptions 1–3 hold. Then, the sequence $\{w^k, \lambda^k\}$ produced by (11) is such that:
\[
\begin{align*}
&\text{(i)} \quad ||w^{k+1} - w^k|| \leq ||(w^{k+1} - \lambda^{k+1}) - (w^k, \lambda^k)|| \\
&\text{(ii)} \quad ||(w^{k+1} - \lambda^{k+1}) - (w^k, \lambda^k)|| \leq ||w^{k+1} - \lambda^{k+1}|| \\
&\text{(iii)} \quad ||w^{k+1} - \lambda^{k+1}|| \leq ||(w^{k}, \lambda^k) - (w^{k-1}, \lambda^{k-1})|| \\
&\text{(iv)} \quad ||w^{k+1} - w^k|| \leq ||w^k - w^{k-1}||.
\end{align*}
\] (25)

Lemma 6: Suppose Assumptions 1–3 hold and define,
\[
\begin{align*}
w^k = (2\mathbb{P}_Y - I_n) (v^k) - (2\mathbb{P}_Y - I_n) (v^{k-1}).
\end{align*}
\] (26)
Then, inequality in Lemma 5(iv) holds strictly if $\mathbb{M} u^k \neq 0$.

We omit the proof for brevity and refer the reader to Theorem 3 in [8] where a similar inequality is proved.

The following result characterizes the limit behavior of iterates for infeasible QP (1) in terms of the sequence $\{v^k\}$.

Lemma 7: Suppose Assumptions 1–3 hold. Then,
\[
\begin{align*}
v^{k+1} - v^k = u^k - u^{k-1} \neq 0
\end{align*}
\] (27)
holds iff $y^i = y^o + y^Q, w^i = w^o + y^Q$ and $\lambda^i$ satisfies (20) $\forall i \geq k - 1$.

Proof: The if part follows trivially for the given choice of $(w^k, \lambda^k)$. Consider the only if part. We cannot have $\mathbb{M} u^k = 0$ since that will violate (31) by Lemma 6. Hence, $\mathbb{M} u^k = 0 \iff \mathbb{M} u^k = u^k$. Using (12),(30)
\[
\begin{align*}
&\frac{1}{2} (u^{k+1} - u^k - u^k - u^{k-1}) \\
&= (I_n - \mathbb{P}_Y) (v^k) - (I_n - \mathbb{P}_Y) (v^{k-1}) \\
&= u^k - u^{k-1} \neq 0
\end{align*}
\] (28)
where the last equality from (31). Combining this with Lemma 5(i) and 5(ii), yields that $\mathbb{P}_Y (v^k) = w^{k+1} = w \forall k$. Furthermore convergence of $w^k$ and $\mathbb{M} u^k = 0$ yields that $\mathbb{M} \lambda^k = \lambda Z \neq \forall k$. The update steps for (10a) yield that $y^k = y \forall k$. Further, from (32) we have that $\lambda^k \neq \lambda^{k-1}$
which implies that \( y \neq w \). Thus, the sequence of iterates satisfy conditions in Theorem 1(ii) and the claim follows.

**Theorem 2:** Suppose Assumptions 1-3 hold, \( \beta > 0 \) and QP (1) is infeasible. Then, (i) \( \{v^k\} \) converges Q-linearly to a sequence satisfying (31) and (ii) \( \{(w^k, \lambda^k)\}_{k \geq 2} \) converges 2-step Q-linearly to a sequence defined in Theorem 1(i).

**Proof:** Infeasibility of QP (1) ensures that \( y^T, w^T, y^Q, \lambda^T, \lambda^Q \) are well-defined. From Lemma 6 we have that \( \{\|v^k - w^{k-1}\|\} \) decreases monotonically until (31) holds. Otherwise, the claim on \( \{v^k\} \) is proved. The result on \( \{(w^k, \lambda^k)\} \) follows from Lemma 3(ii), the result on monotonic decrease of \( \{(y^k - y^{k-1})\} \) and Lemma 3(i).\( \blacksquare \)

From Lemma 6 it is clear that rate of convergence is influenced by the components of \( w^k \) along the null space of the constraints. We can affect the contraction resulting from the null space component by choosing \( \beta^* \) to minimize \( \|ZMZ^T - I_{n-m}\| + \frac{1}{\lambda} \) where the eigenvalues of \( ZM^T \) satisfy \( \lambda(ZM^T) = \lambda((Z^T(Q/\beta + I_n)Z)^{-1}) = \beta/(\beta + \lambda(Z^TQZ)) \). Thus, the optimal choice for the step size is given by,

\[
\beta^* = \arg \min_{\beta > 0} \max_i \left( \frac{\beta}{\beta + \lambda(Z^TQZ)} - \frac{1}{2} + \frac{1}{2} \right).
\]

**Theorem 3:** Suppose Assumptions 1-3 hold. Then, the optimal step-size for the class of convex QPs in (1) to converge to the limiting sequence in Theorem 1(i) is

\[
\beta^* = \sqrt{\frac{\lambda_{\min}(Z^TQZ)}{\lambda_{\max}(Z^TQZ)}}.
\]

The choice of optimal step size parameter and proof is identical to that for the feasible case derived in [8], so the proof is omitted here. Thus, the choice of the step size for the proposed ADMM algorithm results in optimal convergence rate for both feasible and infeasible QPs.

**VI. NUMERICAL RESULTS IN MPC APPLICATIONS**

**A. Pratical Termination Condition**

Based on Theorem 1, we propose the sufficiency of the following conditions for detecting infeasibility:

\[
\max(\beta \|w^k - w^{k-1}\|, \|\lambda^k - \lambda^{k-1}\|) > \epsilon_o \quad (34a)
\]

\[
\max(\|y^k - y^{k-1}\|, \beta \|w^k - w^{k-1}\|) \leq \epsilon_r \quad (34b)
\]

\[
\frac{(\lambda^k)^T(w^k - y^k)}{\|\lambda^k\|\|w^k - y^k\|} \geq 1 - \epsilon_o \quad (34c)
\]

\[
\lambda^k \circ (w^k - y^k) \geq 0 \text{ or } \frac{\|\Delta w^k - \Delta w^{k-1}\|}{\|w^k\|} \leq \epsilon_e \quad (34d)
\]

where, \( 0 \leq \epsilon_o, \epsilon_r, \epsilon_o, \epsilon_e \ll 1 \), \( \circ \) represents the component-wise multiplication operation and \( \Delta w^k = w^k - w^{k-1} \). The left hand side (34a) is the error criterion used for termination in feasible QPs [7,8]. Condition (34a) requires that the optimality conditions are not satisfied to a tolerance of \( \epsilon_o \), while (34b) requires that the change in \( y, w \) iterates be much smaller than the change in the \( w, \lambda \) iterates. In the case of a feasible QP all the iterates converge and nothing specific can be said about this ratio. However, as shown in Theorem 1 the multiplier iterates change by a constant vector in the case of an infeasible QP. Hence, we expect the ratio in (34b) to be small in the infeasible case while (34a) is large. The condition (34c) checks for the satisfaction of (18) to a tolerance of \( \epsilon_o \). The first condition in (34d) checks that each component of \( \lambda^k \) and \( w^k - y^k \) have the same sign. In a sense, this is a stricter requirement of the angle condition (34c).

In our experiments we have observed that the satisfaction of this condition can be quite slow to converge when the iterates are far from a solution. In such instances, we have also observed that, the quantity \( \|v^k\| \) has actually diverged to a large value. To remedy this we also monitor the ratio of \( \|\Delta w^k - \Delta w^{k-1}\| \) (which converges to 0, refer Lemma 7) to \( \|v^k\| \rightarrow \infty \). This ratio is expected to converge to 0 on infeasible instances. We recommend following parameter setting: \( \epsilon_o = 10^{-6}, \epsilon_r = 10^{-3}, \epsilon_a = 10^{-5}, \epsilon_e = 10^{-4} \). While these values have worked well on a large number of problems, these constants might have to be modified depending on scaling of the problem.

**B. Numerical Example**

In this section we present some numerical results on the infeasibility detection for the ADMM algorithm (10) applied to the quadratic programs arising in constrained linear model predictive control (MPC) [11]. MPC operates by repeatedly solving at any sampling time \( t \in Z_{0+} \) the finite horizon optimal control problem

\[
\min_{U_t} \|x_{N|t}\|^2_{P_M^t} + \sum_{i=0}^{N-1} (||x_{i|t}||^2_{Q_M} + ||u_{i|t}||^2_{R_M}) \quad (35a)
\]

s.t. \( x_{i+1|t} = Ax_{i|t} + Bu_{i|t} \quad (35b) \)

\( z_{i|t} = Cx_{i|t} + Du_{i|t} \quad (35c) \)

\( x_{min} \leq x_{i|t} \leq x_{max}, \quad i = 1 \ldots N \quad (35d) \)

\( u_{min} \leq u_{i|t} \leq u_{max}, \quad i = 1 \ldots N \quad (35e) \)

\( z_{min} \leq z_{i|t} \leq z_{max}, \quad i = 1 \ldots N \quad (35f) \)

\( x_{o|t} = x(t) \quad (35g) \)

where \( a \|z\|^2_{Q} = a^T Q a, \quad U_t = [u_{0|t}, \ldots, u_{N-1|t}] \), and \( P_M, Q_M \geq 0, R_M > 0 \). The input applied to the plant is selected from the the optimal solution of (35), \( U^*(t) \), as \( u(t) = u_{o|t} \).

The optimal control problem (35) can be formulated as a family (for varying \( x(t) \)) of quadratic programs (1) where \( y^T = [x^T u^T x^T] \), the equality constraints are defined by the state and output equations (35b), (35c), the set \( \mathcal{Y} \) is a box defined by (35d), (35e), (35f), and the cost function is obtained from (35a). Assumption 1 is satisfied for admissible control systems, Assumption 2 is always satisfied and Assumption 3 is satisfied if \( R_M > 0 \). The initialization (35g) amounts to changing part of the equality constraint vector, i.e., \( b^T = [x(t)^T b^T]^T \). We have verified the solution provided by the algorithm in (10)
Fig. 1. Example: infeasible QP of MPC of a spacecraft with flexible appendage subject to constraints: evolution of the norm of the ADMM iterates/variable differences.
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