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Abstract

This paper considers real-time energy-optimal trajectory generation for a servomotor system which performs a single-axis point-to-point positioning task for a fixed time interval. The servomotor system is subject to acceleration and speed constraints. The trajectory generation is formulated as a linear constrained optimal control problem (LCOCP), and the Pontryagin’s Maximum Principle is applied to derive necessary optimality conditions. Instead of solving multi-point boundary value problems directly, this paper proposes a novel real-time algorithm based on two realizations: solving the LCOCP is equivalent to determine an optimal time interval of the speed constrained arc and solve a specific acceleration constrained optimal control problem (ACOCP); solving an ACOCP is equivalent to determine optimal switch times of acceleration constrained arcs and solve a specific two-point boundary value problem (TBVP). The proposed algorithm constructs sequences of time intervals, ACOCPs, switch times, and TBVPs, such that all sequences converge to their counterparts of an optimal solution of the LCOCP. Numerical simulation verifies that the proposed algorithm is capable of generating energy-optimal trajectories in real-time. Experiments validate that the use of energy-optimal trajectories as references in a servomotor system does not compromise tracking performance but leads to considerable less energy consumption.
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I. INTRODUCTION

SERVOMOTOR systems are typically used for motion control and have a wide range of applications including robotic manipulators, electromechanical systems such as milling machines, cranes, lathes. In these applications, a servomotor system performing a point-to-point positioning task prompts several problems: path planning and trajectory generation [1]–[3], tracking control [4], motor control [5]–[7] and steady state optimization [8] etc. This paper focuses on the trajectory generation problem, i.e., the servomotor follows a well-defined path. More specifically, the servomotor system performs point-to-point tasks in a single axis. Solving this problem on real-time is non-trivial due to various constraints and severe restriction on the computation time.

For decades, intensive efforts have been devoted to the trajectory generation problem, and lead to numerous results, for instance, time optimal or approximate time optimal trajectory [3], [9]–[12], trapezoidal speed trajectory [13], energy-optimal trajectory [14], [15], maximum payload trajectory [16]. Time optimal trajectories lead to maximal productivity, but sacrifice energy efficiency. Recent trends on building greener industries and widespread uses of mobile devices have attracted much attention on trajectory generation to balance productivity and energy consumption e.g. [17]–[21]. Work [19] investigated the minimization of motor’s resistant losses using optimal control techniques. Neither the friction effect nor the mechanical work is taken into account. Based on an optimal control formulation, work [20], [21] proposed real-time minimum-energy trajectory generation algorithms for mobile robots. Nevertheless, work [19]–[21] did not address speed and acceleration constraints. A three phase trapezoidal speed trajectory has been widely used for energy efficiency, e.g. [13]. This method is capable of dealing with both acceleration and speed constraints, and is appropriate for real-time applications, albeit the resultant trajectory is sub-optimal. More recently, [22] used genetic algorithms to generate trajectories which minimize resistant losses of a motor-toggle servomechanism performing position-to-position tasks. This method is capable of addressing various constraints, but is not intended for real-time applications.

This paper aims to develop real-time energy-optimal trajectory generation algorithms for a servomotor system subject to physical constraints. Main challenges come form the demanding computation time target and physical constraints. The main contributions of this paper are as follows: first, a real-time algorithm is proposed for energy-optimal trajectory generation; second, the convergence of the proposed algorithm is established; finally, experiments are performed to verify the energy-saving advantage of using energy-optimal trajectories in a servomotor system. The proposed algorithm can be readily implemented in motion controllers for real-time energy-optimal trajectory generation. The rest of this paper is organized as follows. Problem formulation is provided in Section II. Section III presents algorithms for real-time computation of energy-optimal trajectories. Numerical results are given in Section IV to validate the proposed algorithm and its computational efficiency. Experimental results in Section V demonstrate the energy-saving benefits of using energy-optimal trajectories in
a servomotor system. Section VI concludes this paper.

II. PROBLEM STATEMENT

For a servomotor system performing point-to-point positioning tasks in a single axis, its simplified dynamics are given by

$$J\ddot{x}(t) = -d_0v(t) - c_0\text{sgn}(v) + K_iu(t),$$

where $x$ is the angular position of the servomotor, $v = \dot{x}$ is the angular speed, $u$ is the control current, $J$ is the lumped inertia of the servomotor and an inertia load, $c_0$ is the amplitude of the Coulomb friction force, $d_0$ is the viscous friction coefficient, and $K_i$ is the torque constant. Note that in this paper the Coulomb friction force is simply modeled as: $-c_0\text{sgn}(v)$ for $v \neq 0$, otherwise zero. Also, since the servomotor always rotates in one direction for each specific positioning task, without loss of generality, we consider $v \geq 0$ and have the Coulomb friction force given by $-c_0$. For notational convenience, let $d = d_0/J, c = c_0/J$ and $b = K_i/J$. The servomotor system dynamics are rewritten as

$$\begin{align*}
\dot{x}(t) &= v(t), \\
\dot{v}(t) &= -d_0v(t) - c_0\text{sgn}(v) + K_iu(t).
\end{align*}$$

(1)

The servomotor system is subject to the following speed and acceleration constraints:

$$\begin{align*}
0 &\leq v \leq v_{\text{max}}, \\
A_{\text{min}} &\leq -dv - c_0\text{sgn}(v) + b\leq A_{\text{max}},
\end{align*}$$

(2a)

$$\begin{align*}
A_{\text{min}} &\leq -dv - c_0\text{sgn}(v) + b\leq A_{\text{max}},
\end{align*}$$

(2b)

where $v_{\text{max}}, A_{\text{min}} < 0$, and $A_{\text{max}} > 0$ are constants. The cost functional, representing the energy consumption of (1), captures the copper loss and mechanical work, i.e.,

$$E = \int_{0}^{t_f} (Ra^2 + K_i vu)dt,$$

(3)

where $R$ is the motor resistance, and $t_f$ is the final time.

Remark 2.1: Equation (3) is a simplification of [15, Eqn. (3)]. While the servomotor system decelerates, $P(x, u) = Ra^2 + K_i vu$ could be negative, i.e., mechanical work is converted into electricity. Taking (3) as a cost function means that the regenerated electricity during deceleration is recycled.

The energy-optimal trajectory generation problem is formulated as follows.

Problem 1: Given the servomotor system (1), constraints (2), the initial state $(0, 0)$, the final state $(x_f, 0)^T$, and the final time $t_f$, find $(x^*, v^*, u^*)$ which minimize the cost function (3), i.e.,

$$\begin{align*}
\min_u E &= \int_{0}^{t_f} P(v(t), u(t))dt \\
\text{subject to } &\text{ (1) and (2)}, \\
x(0) = v(0) = v(t_f) = 0, &x(t_f) = x_f.
\end{align*}$$

(4)

Without loss of generality, we assume that $x_f > 0$.

Remark 2.2: Problem 1 is a linear constrained optimal control problem (LCOCP), and can be solved using numerical optimization methods [23]. Alternative approaches include applying the Pontryagin’s Maximum Principle (PMP) and its variants, e.g. [24], to derive necessary optimality conditions (NOCs), which are further reduced to Multi-point Boundary Value Problems (MBVPs). Work [15] generalizes the conventional PMP to deal with switching cost functions, and solves the resultant nonlinear constrained optimal control problem by reducing NOCs to MBVPs. Interested readers are referred to [15] and references therein for details. Generic solvers for MBVPs admit large scale nonlinear programming problems (NLPs) thus have difficulty in meeting the computation time target for real-time applications. Another disadvantage of resorting to an NLP formulation is lack of convergence results. Our main goal is to alleviate these limitations and develop reliable as well as computationally efficient algorithms for solving Problem 1 in real-time.

Remark 2.3: For every positioning task, there might exist an optimal $t_f$ giving the best energy efficiency. The optimal $t_f$ can be obtained by solving Problem 1 with the free final time cost function $E = \int_{0}^{t_f} P(v(t), u(t))dt$.

A. Existence, Arcs and Smoothness

The analysis of existence, NOCs, and structures of optimal solutions in [15] is also applicable to Problem 1. One can conclude that Problem 1 has an optimal solution, and apply the PMP and its extensions to derive NOCs. Interested readers are referred to [15] for details. Define a speed constrained arc as a segment of an optimal trajectory, where $v(t) = v_{\text{max}}$, i.e., the speed constraint is active. Similarly, the activation of constraints $\dot{v} \leq A_{\text{max}}$ and $\dot{v} \geq A_{\text{min}}$ corresponds to acceleration and deceleration constrained arcs, respectively. From NOCs of Problem 1, one knows that optimal trajectories of Problem 1 may contain as many as four types of arcs: the acceleration constrained arc, the deceleration constrained arc, the speed constrained arc, and the unconstrained arc.

The connection points between neighboring arcs are called junction points. A corner points (or simply corners) appears when the control is discontinuous. For Problem 1, because the Hamiltonian is strictly convex with respect to the control, the optimal control is continuous along an optimal trajectory [24, Prop. 4.3]. That is: an optimal trajectory does not contain any junction points. The continuous differentiability of the optimal speed trajectory is essential to design computationally efficient algorithms for energy-optimal trajectory generation.

III. OPTIMAL SOLUTIONS AND ALGORITHMS

Although the same approach in [15], [25] is followed to solve Problem 1, this paper proposes a real-time algorithm which comprises the following key steps

- define a linear unconstrained optimal control problem (LUOCP), and find the optimal solution of each LUOCP by solving the associated Two-point Boundary Value Problem (TBVP);
- define an acceleration constrained optimal control problem (ACOCP), and construct sequences of switch times and LUOCPs to solve the ACOCP;
- construct sequences of time intervals of speed constrained arcs and ACOCPs to solve Problem 1;
- construct an optimal solution of Problem 1 from optimal solutions of LUOCPs and constrained arcs.
Fig. 1 illustrates the flow chart of the proposed algorithm, where BC stands for boundary conditions. The analytical solver block computes the optimal solution of an LUOCP. At each iteration of the inner loop, a new LUOCP is constructed with different BC, which is updated by examining the optimal solution of the current LUOCP against the acceleration constraints (2b). At each iteration of the outer loop, a new AOCP is constructed with different BC, which is updated by examining the optimal solution of the current AOCP against the velocity constraints (2a).

A. Solve Linear Unconstrained Optimal Control Problems

This section presents and analyzes the analytical solution of the LUOCP as follows.

Problem 2: Given the servomotor system (1), the initial state \((0, 0)\), the final state \((x_f, 0)^T\), and the final time \(t_f\), find \((x^*, v^*, u^*)\) which minimize the cost function (3), i.e.,

\[
\min_u \quad E = \int_0^{t_f} P(v(t), u(t))dt
\]
subject to (1) and (4).

Without loss of generality, the LUOCP takes the same BC as Problem 1. When applying the PMP to solve Problem 2, we first derive NOCs, then construct and solve the TBVP corresponding to the NOCs. Define the Hamiltonian

\[
H(x(t), v(t), \lambda_x(t), \lambda_v(t), u(t)) = Ru^2(t) + Ki v(t)u(t) + \lambda_x(t)v(t) + \lambda_v(t)(bu(t) - dv(t) - c),
\]

where the co-state \(\lambda_x\) and \(\lambda_v\) have dynamics

\[
\dot{\lambda}_x(t) = \frac{\partial H}{\partial x} = 0, \quad (5a)
\]
\[
\dot{\lambda}_v(t) = -\frac{\partial H}{\partial v} = d\lambda_v(t) - Ki u(t) - \lambda_x(t). \quad (5b)
\]

According to (5a), \(\lambda_x(t)\) is constant. The optimal control \(u^*\) shall satisfy the first-order optimality condition \(\partial H/\partial u = 0\), and be taken the following expression

\[
u(t) = -\frac{K_i}{2R} v(t) - \frac{b}{2R} \lambda_v(t). \quad (6)
\]

The optimal control \(u\) is uniquely determined because of the convexity of \(H\) with respect to \(u\). The NOCs of Problem 2 consist of (1), (5), (6), and the BC (4). Substituting (6) into (1) and (5) yields a linear TBVP

\[
\begin{align*}
\dot{x}(t) &= v(t), \\
\dot{v}(t) &= -\left(d + \frac{bK_i}{2R}\right) v(t) - \frac{b^2}{2R} \lambda_v(t) - c, \\
\dot{\lambda}_v(t) &= \frac{K_i^2}{2R} v(t) + \left(d + \frac{bK_i}{2R}\right) \lambda_v(t) - \lambda_x, \\
x(0) &= 0, x(t_f) = x_f, v(0) = 0, v(t_f) = 0.
\end{align*}
\]

where \(\lambda_x, \lambda_v(0)\) and \(\lambda_v(t_f)\) are unknown. Denote \(X = (x, v, \lambda_v)^T\). Differential equations in (7) can be written as

\[
\dot{X} = AX + B, \quad (8)
\]

where

\[
A = \begin{bmatrix} 0 & 1 & 0 \\ 0 & A_1 & A_2 \\ 0 & -A_1 & -A_2 \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ -c \\ -\lambda_x \end{bmatrix},
\]

with \(A_1 = -(d + \frac{bK_i}{2R})\), \(A_2 = -\frac{b^2}{2R}\), \(A_3 = \frac{K_i^2}{2R}\). The analytic solution to (8) is given by

\[
X(t) = M(t, t_0)X(t_0) + G(t, t_0)B, \quad (9)
\]

where \(M(t, t_0) = e^{A(t-t_0)}\) and \(G(t, t_0) = \int_{t_0}^t e^{A(t-\tau)} B d\tau\). Considering (9), the BC takes the following linear expression

\[
X(t_f) = M(t_f, t_0)X(0) + G(t_f, t_0)B. \quad (10)
\]

where three unknowns \(\lambda_x(0), \lambda_v(t_f)\), and \(\lambda_x\) can be solved. The optimal solution to the TBVP (8) and the optimal control can be determined from (9) and (6), respectively.

The following two propositions characterize important properties of the energy-optimal speed trajectory for Problem 2.

Proposition 3.1: Let \((x, v, \lambda_x, \lambda_v)\) and \((\tilde{x}, \tilde{v}, \tilde{\lambda}_x, \tilde{\lambda}_v)\) be two optimal solutions of Problem 2 with different BC and/or final time \(t_f\). If \(v\) and \(\tilde{v}\) are not identical and define \(z(t) = v(t) - \tilde{v}(t)\), then

1) the equation \(z(t) = 0\) has at most two roots;
2) if \(S = \{t | z(t) = 0\}\) is non-empty, equation \(\dot{z}(t) = 0\) has at most one root.

Proof: 1) Without loss of generality, let \(t_0 = 0\) be a root of \(z(t) = 0\), then \(v(0) = \tilde{v}(0)\). From (9), (8) is given by

\[
v(t) = M_{2,1}(t)x(0) + M_{2,2}(t)v(0) + M_{2,3}(t)\lambda_v(0) - cG_{2,2}(t) - \lambda_xG_{2,3}(t),
\]

where \(M_{i,j}\) and \(G_{i,j}\) are the elements in the \(i^{th}\)-row, and \(j^{th}\)-column of matrices \(M\) and \(G\), respectively. Specifically, \(M_{2,1}(t) = 0\), and the above equation can be simplified to

\[
v(t) = M_{2,2}(t)v(0) + M_{2,3}(t)\lambda_v(0) - cG_{2,2}(t) - \lambda_xG_{2,3}(t). \quad (11)
\]

Similarly, we have

\[
\tilde{v}(t) = M_{2,2}(t)\tilde{v}(0) + M_{2,3}(t)\tilde{\lambda}_v(0) - cG_{2,2}(t) - \tilde{\lambda}_xG_{2,3}(t). \quad (12)
\]

Subtracting (11) from (12) gives

\[
z(t) = M_{2,3}(t)(\tilde{\lambda}_v(0) - \lambda_v(0)) - (\tilde{\lambda}_x - \lambda_x)G_{2,3}(t)
\]
\[ = M_{2,3}(t)\Delta \lambda_{v_0} - \Delta \lambda_G(t) G_{2,3}(t). \]

Let \( \tau \neq 0 \) be a non-zero root of \( z(t) = 0 \), then \( \tau \) must satisfy
\[ M_{2,3}(\tau)\Delta \lambda_{v_0} - \Delta \lambda_G(t) G_{2,3}(\tau) = 0, \]
which can be further simplified according to the analytic expressions of \( M(t) \) and \( G(t) \):
\[ \Delta \lambda_{v_0} = \Delta \lambda_G \left( \frac{2A_1}{A_2p} \right) \tanh(p\tau/4), \]
where \( p = 2\sqrt{A_1^2 + A_2A_3}. \)

If \( \tilde{\lambda}_x = \lambda_{v_0}, \Delta \lambda_x = 0 \), then (13) holds only if \( \tilde{\lambda}_x(0) = \lambda_x(0) \), which further implies that \( \dot{\tilde{\lambda}}(t) \equiv \dot{\lambda}(t) \) for any \( t \) according to (11) and (12)–a contradiction. Therefore, \( \tilde{\lambda}_x \neq \lambda_x, \Delta \lambda_x \neq 0, \) and (13) can be written as
\[ \Delta \lambda_{v_0} = \frac{2A_3}{A_2p} \tanh(p\tau/4), \]
Since the left hand side (LHS) of (14) is a constant, the right hand side (RHS) is a strictly monotonically increasing function, (14) has at most one solution. Hence, \( z(t) \) has at most one root other than \( t = 0 \). The proof of 1) is completed.

2) By differentiating (11) and (12) with respect to \( t \) and subtracting one from the other, we obtain
\[ \dot{z}(t) = \Delta \lambda_{v_0} A_2 \cosh(pt/2) + \frac{2A_3 A_2}{p} \sinh(pt/2) \]
\[ = \frac{2A_3 A_2}{p} \cosh(pt/2) \left( \frac{p\Delta \lambda_{v_0}}{2\Delta \lambda_x} + \tanh(pt/2) \right). \]
Since \( \cosh(pt/2) \geq 1 \), and \( \tanh(pt/2) \) is strictly monotonic, \( \dot{z}(t) = 0 \) has at most one solution. 2) is proven. \( \square \)

**Proposition 3.2:** Let \((x, v, \lambda_x, \lambda_v)\) be the optimal solution of Problem 2. The following facts hold
1) there exist \( t_1, t_2 \in \mathbb{R} \) such that \( \dot{v}(t_1) \dot{v}(t_2) < 0 \);
2) \( \dot{v}(t) \) is a strictly monotonic function.

**Proof:** 1). It is clear that \( v(t) \) is continuously differentiable over \([0, t_f]\). To ensure \( x_f > 0 \), it is necessary to have \( T_1 \) such that \( v(T_1) > 0 \). Considering the fact \( v_0 = 0 \), there exists \( t_1 \in [0, T_1] \) such that \( v(t_1) > 0 \). On the other hand, the facts \( v_f = 0 \) and \( v(T_1) > 0 \) implies the existence of \( t_2 \in [T_1, t_f] \) such that \( v(t_2) < 0 \). The proof of 1) is complete.

2) From (8), we have
\[ \dot{v}(t) = A_1 v(t) + A_2 \lambda_v(t) - c. \]
Eliminating \( v(t) \) from the RHS of (15) by considering (9) and the expressions of \( M(t, t_0) \) and \( G(t, t_0) \), we have
\[ \dot{v}(t) = (2A_2 \lambda_v - c + A_1 v_0) \cosh(pt/2) + 2(v_0 A_1^2 - cA_1 - A_2 \lambda_x + A_2 A_3 v_0) \sinh(pt/2)/p. \]
Let \( \tau = pt/2 \). Noticing that \( \sinh(\tau) = (e^\tau - e^{-\tau})/2 \) and \( \cosh(\tau) = (e^\tau + e^{-\tau})/2 \), there exist constants \( c_1, c_2 \in \mathbb{R} \) such that \( \dot{v}(t) \) can be rewritten as
\[ \dot{v}(\tau) = c_1 e^\tau + c_2 e^{-\tau}, \]
where \( \dot{v} \) denotes the derivative of \( v \) with respect to \( \tau \). Besides, with \( \tau_1 = pt_1/2 \) and \( \tau_2 = pt_2/2 \), we have \( \dot{v}(\tau_1) \dot{v}(\tau_2) < 0 \). Without loss of generality, assume that \( \tau_1 < \tau_2 \). Since \( \dot{v} \)
is proportional to \( \dot{v} \), it suffices to prove that \( \dot{v} \) is a strictly monotone function.

If \( \dot{v}(\tau_1) > 0 \) and \( \dot{v}(\tau_2) < 0 \), then we must have \( c_1 c_2 < 0 \), otherwise, \( \dot{v}(\tau) \) is either always positive or always negative, which leads to a contradiction. Now consider the second derivative of \( v \): \( v''(\tau) = c_1 e^\tau - c_2 e^{-\tau} \). Note that \( v''(\tau) \) is continuous. Because \( c_1 c_2 < 0 \), we must have either \( v''(\tau) > 0 \) for any \( \tau \in \mathbb{R} \) when \( c_1 > 0 \), or that \( v''(\tau) < 0 \) for any \( \tau \in \mathbb{R} \) when \( c_1 < 0 \), which implies that \( \dot{v}'(\tau) > 0 \) is either a strictly monotonically increasing function when \( c_1 > 0 \) or a strictly monotonically decreasing function when \( c_1 < 0 \). Similar conclusion holds when \( \dot{v}'(\tau_1) < 0 \) and \( \dot{v}'(\tau_2) > 0 \).
Therefore, the proof is complete. \( \square \)

**Remark 3.3:** Proposition 3.2 means that given an optimal solution of Problem 2 \((x^*, v^*, u^*)\), the largest acceleration and deceleration \( \lambda_1(t) \) appear at \( t = 0 \) and \( t = t_f \), respectively.

### B. Solve Acceleration Constrained Optimal Control Problems

We are ready to solve the following ACOPC.

**Problem 3:** Given the servomotor system (1) subject to the acceleration constraints (2b), the initial state \((0, 0)\), the final state \((x_f, 0)\), and the final time \(t_f\), find \((x^*, v^*, u^*)\) which minimize the cost function (3), i.e.,
\[ \min_u E = \int_0^{t_f} P(v(t), u(t))dt \]
subject to (1), (2b), and (4).

**Remark 3.4:** The ACOPC is different from Problem 2 by including acceleration constraints (2b). Work [15, Sec. 4] provides a complete analysis of possible structures of optimal solutions for Problem 1. It is not difficult to conclude that an optimal solution for Problem 3 in general exhibits a three-phase structure: an acceleration constrained arc in the first phase, followed by an unconstrained arc, finally a deceleration constrained arc in the third phase. The three-phase structure is illustrated by Fig. 2, where three phases are defined over \([t_0, t_1], [t_1, t_2], [t_2, t_f]\). Such a three-phase structure is also inferred from Remark 3.3.

An optimal solution of the ACOPC may not contain the first and/or the third phase, depending on problem data including \(A_{max}, A_{min}\), model parameters, initial and final states, and the final time \(t_f\). We however focus on the general case and assume that the optimal solution has all three phases. Given \( t_1 \) and \( t_2 \), the optimal solution in the first and third phases can be determined explicitly as follows
\[ v(t) = A_{max}t, \quad t \in [0, t_1], \quad (16a) \]
\[ x_1(t) = \frac{1}{2}A_{max}t^2, \quad t \in [0, t_1], \quad (16b) \]
\[ v_r(t) = A_{min}(t - t_f), \quad t \in [t_2, t_f], \quad (16c) \]
\[ x_r(t) = x_f + \frac{1}{2}A_{min}(t - t_f)^2, \quad t \in [t_2, t_f]. \quad (16d) \]

Denoting \( X_m = (x_m, v_m, u_m)^T \) the optimal solution in the second phase defined over \([t_1, t_2]\), we have
\[ X_m(t) = M(t, t_1)X_m(t_1) + G(t, t_1)B. \quad (17) \]
Since no constraint is active in the second phase, the optimal solution \( x_m(t) \) over \([t_1, t_2]\) can be obtained by solving Problem 2 with the following BC:

\[
\begin{align*}
x_m(t_1) &= x_l(t_1), \quad v_m(t_1) = v_l(t_1), \quad x_m(t_2) = x_r(t_2), \quad v_m(t_2) = v_r(t_2), \quad (18)
\end{align*}
\]

We use the term ATBVP to represent the TBVP defined by (1), (5), (6), and the BC (18).

Remark 3.5: The definition of the ATBVP is contingent on switch times \( t_1 \) and \( t_2 \). This is because the BC (18) has explicit dependence on \( t_1 \) and \( t_2 \). As shown in [15], switch times can be determined from switch conditions which are part of NOCs. For Problem 3, the optimal control is continuous, and switch conditions are given by \( u(t^+_1) = u(t^-_1) \) and \( u(t^+_2) = u(t^-_2) \), or equivalently

\[
\dot{v}_l(t^-_1) = \dot{v}_m(t^+_1), \quad \dot{v}_m(t^-_2) = \dot{v}_r(t^+_2). \quad (19)
\]

Clearly, the ACOCP is reduced to find \( t_1 \) and \( t_2 \) satisfying switch conditions (19), and solve the resultant ATBVP.

Remark 3.6: An MBVP formulation for the ACOCP contains a total of thirteen equations—seven algebraic equations (16)–(17), four BCs (18), two switch conditions (19)—and thirteen unknowns \( t_1, t_2, x_m(t_1), x_m(t_2), v_m(t_1), v_m(t_2), \lambda_v(t_1), \lambda_v(t_2), x_l(t_1), v_l(t_1), x_r(t_2), v_r(t_2), \lambda_x \). Hence, the MBVP is solvable. On the other hand, the MBVP is nonlinear thus difficult to solve efficiently, because (16b) and (16d) are nonlinear, and switch times \( t_1 \) and \( t_2 \) enter nonlinearly into (17) through \( M(t_2 - t_1) \) and \( G(t_2 - t_1) \) terms, and are multiplied by other unknowns. We focus on algorithms to solve the MBVP efficiently and reliably.

We propose Algorithm 1 to solve the ACOCP by identifying optimal switch times \( t_1, t_2 \). Once the optimal switch times \( t_1 \) and \( t_2 \) are obtained, the optimal solution of Problem 3 can be computed by combining (16) and the solution of the ATBVP. Algorithm 1 conducts the following steps in an iterative manner

1) given switch times \( (t_1, t_2) \), constructs an ATBVP defined by (1), (5), (6), and the BC (18);
2) solves the optimal solution of the ATBVP;
3) updates the switch times \( (t_1, t_2) \) according to the optimal solution and switch conditions.

Fig. 3 briefly illustrates the construction of sequences of \( t_1 \) and \( t_2 \) at the \( k \)th iteration of Algorithm 1. More details can be found in Algorithm 1. The convergence of Algorithm 1 is established by the following theorem. The proof of Theorem 3.7 is given in Appendix.

Algorithm 1 Algorithm for Problem 3

1: \( \varepsilon \leftarrow 1 \), \( k \leftarrow 1 \), and choose a small tolerance parameter \( \varepsilon \ll 1 \)
2: \( t_{a_k} \leftarrow 0 \), \( t_{b_k} \leftarrow t_f \)
3: while \( \varepsilon > \varepsilon \) do
4: solve the unconstrained problem with BC \( v_k(t_{a_k}) = v_l(t_{a_k}), x_k(t_{a_k}) = x_l(t_{a_k}), v_k(t_{b_k}) = v_r(t_{b_k}), x_k(t_{b_k}) = x_r(t_{b_k}), \) and denote the solution as \((x_k, v_k, u_k)^T\),
5: if \( \dot{v}_k(t_{a_k}) > A_{\text{max}} \) then
6: solve \( \dot{v}_k(t) = A_{\text{max}} \) for \( t \)
7: \( t_{a_k+1} \leftarrow t \)
8: else
9: \( t_{a_k+1} \leftarrow t_{a_k} \)
10: end if
11: if \( \dot{v}_k(t_{b_k}) < A_{\text{min}} \) then
12: solve \( \dot{v}_k(t) = A_{\text{min}} \) for \( t \)
13: \( t_{b_k+1} \leftarrow t \)
14: else
15: \( t_{b_k+1} \leftarrow t_{b_k} \)
16: end if
17: \( k \leftarrow k + 1 \)
18: \( \varepsilon \leftarrow |t_{a_k} - t_{a_{k-1}}| + |t_{b_k} - t_{b_{k-1}}| \)
19: end while
20: \( t_1 \leftarrow t_{a_k}, t_2 \leftarrow t_{b_k} \)
21: return \( x^*, v^*, u^* \), where

\[
\begin{align*}
x^*(t) &= \begin{cases} x_l(t), & 0 \leq t \leq t_1, \\
x_k(t), & t_1 < t \leq t_2, \\
x_r(t), & t_2 < t \leq t_f, \end{cases} \\
v^*(t) &= \begin{cases} v_l(t), & 0 \leq t \leq t_1, \\
v_k(t), & t_1 < t \leq t_2, \\
v_r(t), & t_2 < t \leq t_f, \end{cases} \\
u^*(t) &= \begin{cases} A_{\text{max}} + dv_l(t) + c/b, & 0 \leq t \leq t_1, \\
u_k(t), & t_1 < t \leq t_2, \\
(A_{\text{min}} + dv_r(t) + c)/b, & t_2 < t \leq t_f, \end{cases}
\end{align*}
\]

Fig. 3. Update scheme of switch times.

Theorem 3.7: The sequences \( \{t_{a_k}\} \) and \( \{t_{b_k}\} \) as updated in Algorithm 1 converge monotonically to optimal switch times \( t_1^* \) and \( t_2^* \), respectively, as \( k \to \infty \).

C. Solve Problem 1

Earlier work [15] has shown that an optimal solution of Problem 1 may contain as many as five phases and the structure is as follows: an acceleration constrained arc in the
first phase, an unconstrained arc in the second phase, an speed constrained arc in the third phase, another unconstrained arc in the forth phase, and an deceleration constrained arc in the fifth phase. We consider the general case, i.e., an optimal solution consists of all five phases. Given the structure of an optimal solution, one can always formulate an MBVP and turn to NLP solvers. Solving the MBVP corresponding to Problem 1 directly is more challenging than the ACOCP case due to increased number of variables. Further analysis of structures of optimal solutions for Problems 3 and 1 enables us to recognize that the key to solving Problem 1 is to determine the time interval when the speed constraint is active. In this section, we propose Algorithm 2 to deal with the speed constraint, i.e., determine the time interval of the speed constraint arc. Algorithm 2 relies on a partial equivalence between an optimal solution to Problem 1 and an optimal solution to a particular ACOCP, which can be solved using Algorithm 1. The partial equivalence is established by Theorem 3.8, the proof of which is given in Appendix.

Theorem 3.8: Let \((x^*, v^*, u^*)\) be the optimal solution to Problem 1 with final position \(x_f\) and final time \(t_f\). Suppose the speed constraint \(v \leq v_{\text{max}}\) is active on the interval \([t_s^1, t_s^2]\), where \(t_s^1\) and \(t_s^2\) are the optimal switch times at which \(v^*\) enters and exits the speed constrained arc. Let \(\Delta t_s = t_s^2 - t_s^1\), and let \((\tilde{x}^*, \tilde{v}^*, \tilde{u}^*)\) be the optimal solution to Problem 1 without the speed constraint and with the final position \(x_f - \Delta t_s v_{\text{max}}\) and the final time \(t_f - \Delta t_s\), then \((x^*, v^*, u^*)\) and \((\tilde{x}^*, \tilde{v}^*, \tilde{u}^*)\) are related by

\[
\begin{align*}
x^*(t) &= \tilde{x}^*(t), \\
v^*(t) &= \tilde{v}^*(t), \quad t \in [0, t_s^1], \\
u^*(t) &= \tilde{u}^*(t), \\
x^*(t) &= \tilde{x}^*(t - \Delta t_s) + \Delta t_s v_{\text{max}}, \\
v^*(t) &= \tilde{v}^*(t - \Delta t_s), \quad t \in [t_s^1, t_s^2], \\
u^*(t) &= \tilde{u}^*(t - \Delta t_s).
\end{align*}
\]

Algorithm 2 is essentially a bisection algorithm combined with the Newton’s update to find the root to the equation \(\eta(\delta) = 0\). The Newton’s update can improve the convergence rate when the current update is close to the root of \(\eta(\delta) = 0\). We have the following theorem about the convergence of Algorithm 2. The proof of Theorem 3.9 is given in Appendix.

Theorem 3.9: Algorithm 2 converges to an optimal solution of Problem 1.

IV. VALIDATION OF ALGORITHMS

The computation speed of Algorithm 2 and its capability to deal with constraints are evaluated in this section. Algorithms 1-2 are implemented in Matlab®, and tested on a desktop computer with an Intel® Core™2 2.4GHz processor. Algorithm 2, with Algorithm 1 embedded, is used to compute energy-optimal trajectories for 64 positioning tasks where \(x_f, t_f, A_{\text{max}}, A_{\text{min}}, \delta_0, c_0, J\) are different.

A. Computation Speed

For Algorithm 2, among all test cases, the shortest computation time for a single task is 3.1msec, which corresponds to solving the LUOCP; the longest computation time is 33.7msec for a task involving active acceleration and speed constraints; the average computation time of all 64 cases is 6.9msec. One
can argue that Algorithm 2 is suitable for real-time energy-optimal trajectory generation. As a comparison, Problem 1 is also solved via numerical optimization methods including the mesh refinement method in [26]. Numerical optimization-based algorithms typically take 2.5-4.8 sec to solve a single task with acceptable accuracy. For all cases, Algorithm 2 and various numerical optimization algorithms produce the same energy-optimal trajectories. This confirms that Algorithm 2 indeed solves Problem 1. For illustration purposes, Figures 5-7 give trajectories generated by using different methods for 3 test cases. Particularly, the green solid and the blue star represent energy-optimal trajectories computed using Algorithm 2 and the mesh refinement method, respectively. The red dash depicts trajectories generated by the trapezoidal method. The main advantage of Algorithm 2, as compared to numerical optimization approaches, is its low computational burden.

B. Satisfaction of Constraints

It is not difficult to verify Algorithm 2 produces trajectories satisfying all constraints for all cases. Figures 5-7 present trapezoidal and energy-optimal trajectories for three example tasks. To simplify the presentation, let the final time be parameterized by \( t_f = T_0(1 + \alpha) \), where \( T_0 \) is constant and \( \alpha \) is a relaxation factor. The three example tasks share the following problem data

\[
\begin{align*}
A_{\text{max}} &= 13260 \text{rad/sec}^2, \quad A_{\text{min}} = -13260 \text{rad/sec}^2, \\
V_{\text{max}} &= 314.16 \text{rad/sec}, \quad J = 7.2 \times 10^{-5} \text{Kgm}^2, \\
R &= 5.06 \Omega, \quad K_t = 0.2723 \text{Nm/A}, \\
c_0 &= 6.37 \times 10^{-1} \text{N}, \quad d_0 = 1.01 \times 10^{-3} \text{Nsec/m},
\end{align*}
\]

and have the following different problem data

- task #1: \( T_0 = 0.0592 \text{sec}, \quad x_f = 11.2 \text{rad}, \quad \alpha = 0.5 \),
- task #2: \( T_0 = 0.0592 \text{sec}, \quad x_f = 11.2 \text{rad}, \quad \alpha = 0.1 \),
- task #3: \( T_0 = 0.166 \text{sec}, \quad x_f = 44.7 \text{rad}, \quad \alpha = 0.05 \).

Optimal trajectories shown in Figures 5-7 exhibit different structures. For task #1, the energy-optimal trajectory merely consists of an unconstrained arc. For task #2, the energy-optimal trajectory does not have speed constrained arcs. For task #3, the energy-optimal trajectory contains five phases: acceleration constrained arc, unconstrained arc, speed constrained arc, another unconstrained arc, and deceleration constrained arc.

V. EXPERIMENTAL VALIDATION

Experiments are conducted to compare energy consumptions of the following two systems: the energy-optimal system which uses energy-optimal trajectories as references, and the conventional system which uses trapezoidal speed trajectories as references. Experimental results verify that the energy-optimal system achieves comparable tracking performance but consumes less energy than the conventional system.

A. The Testbed

The testbed comprises a Mitsubishi Electric’s AC servomotor HF-MP43K with a flexible inertia load, an amplifier MR-J3-40A1, dSPACE® ACE Kit 1104, and Matlab/Simulink®. The testbed is illustrated by Fig. 8 where the black solid and the red dash represent signal and power flows, respectively. The input signal of the testbed is the position trajectory \( x^*(t) \) which is generated offline using either Algorithm 2 or the trapezoidal method according to a positioning task data. The position trajectory \( x^*(t) \) is fed through a low pass filter to eliminate high frequency components and produce the reference position, speed and acceleration trajectories denoted by \( x_r, v_r, \) and \( a_r \), respectively; the tracking controller produces the torque reference \( u_r(t) \), linearly proportional to current,
based on the references $x_r, v_r, a_r$, and the measured position signal $x$; the amplifier MR-J3-40A1 runs in the torque control mode and drives the servomotor by generating three-phase voltages $V_a, V_b, V_c$ according to $u_r(t)$. The amplifier acts as the power supply of itself and the motor, and the torque controller. Since the amplifier runs in the torque control mode, the testbed including the amplifier and the motor is consistent with the model (1).

The dSPACE executes the data acquisition and real-time tracking control tasks. For data acquisition, the dSPACE collects three signals: the motor position $x$, the voltage $V$ and current $I$. The motor position is sensed by the encoder and the measured signal $x$ enters the dSPACE through the Digital Incremental Encoder Interface (DIEI); the voltage $V(t)$ and current $I(t)$ are measured by Fluke DP120 and Fluke i30s, respectively. Both $V$ and $I$ are fed into the dSPACE through Analog Input (AI) ports. The control signal $u_r$ drives the amplifier through an Analog Output (AO) port. While performing a real-time positioning task, the dSPACE operates at a sampling frequency of 10kHz, i.e., all DIEI/AI/AO signals are sampled every 100 μs. Note that the position signal $x$ to the DIEI is relayed by the amplifier; the interface between the amplifier and the DIEI is compatible because the DIEI expects its inputs from incremental encoders, and the amplifier only outputs incremental encoder signals in the torque control mode. The amplifier runs in the setting that the resolution of the relayed signal $x$ is 12500 pulses per revolution.

**B. The Low Pass Filter and Tracking Controller**

A third order low pass filter, smoothing $x^*(t)$, is given by

$$
\dot{\xi}_1 = \xi_2, \\
\dot{\xi}_2 = \xi_3, \\
\dot{\xi}_3 = -\lambda^3 \xi_1 - 3\lambda^2 \xi_2 - 3\lambda \xi_3 + \lambda^3 x^*(t), \\
y = \xi,
$$

where $\xi = (\xi_1, \xi_2, \xi_3)^T$, $y = (x_r, v_r, a_r)^T$, and $\lambda = 5000$. The low pass filter implicitly imposes jerk constraints on reference trajectories which are easier to track. Since all poles of the low pass filter, located at $-5000$, are much larger than the bandwidth of the servomotor system (130rad/sec), the phase shift of the reference trajectory introduced by the low pass filter is negligible. Fig. 9 shows differences between inputs and outputs of the low pass filter for task #3 for both the energy-optimal and trapezoidal cases. The amplitude of $x^*-x_r$ is less than 0.25rad, or 0.56% of $x_f$—thus negligible. The amplitude of $v^*-v_r$ is relatively large, which is not critical since the position tracking performance is of interest.

The tracking controller consists of a feed-forward $u_{ff}$ and a feedback $u_{fb}$. The $u_{ff}$ is based on the dynamics (1) and takes the following form

$$
u_{ff} = \frac{1}{b}(k_{fa}a_r + k_{fd}dv_r + k_{fe}c), \tag{22}$$

where $k_{fa}, k_{fd}, k_{fe}$ are constants. The $u_{fb}$ is a PD control and given by

$$
u_{fb} = k_x(x_r-x) + k_v(v_r-v), \tag{23}$$

where $k_x, k_v$ are constant, and $v$ is the speed signal obtained by differentiating $x$. All constants $k_{fa}, k_{fd}, k_{fe}, k_x$, and $k_v$ are obtained by trial and error to achieve satisfactory position tracking performance.

**C. Experimental Results**

Experiment is performed to validate that the energy-optimal system can achieve comparable position tracking performance as the trapezoidal system but consume less energy. During the validation, both the energy-optimal and trapezoidal systems complete 18 positioning tasks parameterized by $(x_f, \alpha)$ with $x_f \in F = \{1.86, 11.2, 44.7\}$, and $\alpha \in T = \{0.05, 0.1, 0.2, 0.3, 0.4, 0.5\}$. Since all tasks lead to similar qualitative conclusion, we take the positioning task #3 as an example and look into detailed experimental results. Task #3 has been used in Section IV to verify the proposed algorithm, and the corresponding trajectory generation results are shown in Fig. 7. In lining up with experiment, concise simulation is conducted for verification. Simulation diagram is given in Fig. 10, where the tracking control is given by (22)-(23), the motor model is given by (1), and $e$ is to mimic the measurement noise. The simulation diagram is slightly different from Fig. 8 since the low pass filter and the amplifier blocks are not simulated. Parameters of the tracking controller take different values during simulation and experiment. Due to the perfect modeling assumption, almost perfect position and velocity tracking performance is achieved during simulation. That is: position and velocity tracking errors are almost zero. Hereinafter, reference trajectories are thus omitted in figures to avoid redundancy.
1) **Position Tracking Performance:** Fig. 11 gives the simulation and experimental position trajectories for task #3. According to Fig. 11, the energy-optimal and trapezoidal position trajectories are distinct from each other but the difference is not remarkable. Given the reference \( x_r \) and the position trajectories from simulation and experiments, Fig. 11 also shows the position tracking errors for the trapezoidal and the energy-optimal cases. Since experimental position tracking errors for both cases are within 0.15 rad, both systems have similar position tracking performance.

2) **Velocity Tracking Performance:** Fig. 12 shows the speed trajectories \( v \) for task #3, where, for simplicity, \( v \) are obtained by differentiating \( x \). More elegant solutions to infer unmeasured states from measured outputs in practice are available e.g. Kalman filters and Luenberger observers. In Fig. 12, the energy-optimal and trapezoidal speed trajectories are remarkably different from each other, and \( v \) for both cases can roughly track their individual reference \( v_r \). Fig. 13 plots the speed tracking errors. Both the energy-optimal and trapezoidal systems yield similar speed tracking errors: 20 rad/sec.

3) **Energy Efficiency:** For each positioning task, the energy consumptions of the entire testbed for both the energy-optimal and trapezoidal cases are computed as \( E(t) = \int_0^t V(\tau)I(\tau)d\tau \), where \( t \) is the time when the testbed settles. For task #3, experiment shows that the energy-optimal system consumes 11.32% less energy than the trapezoidal case. For all 18 positioning tasks, energy consumption comparison results are summarized in Fig. 14, where the horizontal axis is the relaxation factor \( \alpha \), and the vertical axis denotes energy saving percentages of the energy-optimal system versus the trapezoidal case. As shown in Fig. 14, the energy-saving percentages vary case by case. For all 18 cases, the energy-optimal system consumes 16.2% less energy than the conventional system. The energy saving percentage in experiment are however slightly off that predicted by simulation. The discrepancy is due to factors including uncertainties of the system and energy consumption models. Although the energy efficiency varies case by case, experimental results however corroborate consistently that the energy-optimal system achieves similar tracking performance but consumes less energy than the conventional system.

4) **Design Tradeoff:** For positioning systems, the tracking accuracy of the final position is crucial. The position tracking error during transient is also important to ensure certain properties, for instance satisfaction of all constraints, optimality, etc. The tracking performance of the testbed system is influenced by references, measurement noises, motor dynamics, the tracking controller, etc. There exists a well-known design tradeoff between fast tracking and robustness to measurement noises. In experiments, we weight the tracking performance more than robustness, which necessarily results in relatively large PD gains. Accordingly, the resultant testbed is likely sensitive to measurement noises.

5) **Harmonics in \( v \):** Although harmonics analysis can be carried out systematically, we merely give brief discussions on the large harmonics in \( v \), which are given by Figures 12-13. This is because first, the presence of harmonics does not affect conclusions, and second, the harmonics analysis is not the main focus of this paper. To find out the factors inducing large harmonics in the speed \( v \), we examine the experimental speed tracking error as shown in Fig. 15 where the solid black and blue lines represent the signals obtained by feeding the
speed tracking errors $v_{r} - v$ through a first-order low pass filter: $\frac{1}{1000}$.

Since the filtered speed error signals are quite smooth, one can see that the harmonics lies in the high frequency range. Fig. 16, obtained by zooming in Fig. 15, shows that the harmonic frequencies are half of the sampling frequency. It is a reasonable conjecture that the quantization error in the measured position $x$ might be the main factor for the harmonics. Indeed, all speed $v$ are obtained by differentiating the measured position $x$, which apparently amplifies the measurement noise including quantization errors. Considering that the sample frequency is 10KHz, the measurement noise at the frequency 5KHz could be amplified $\pi \times 10^4$ times. Assuming the quantization error is $\pm 0.5$ pulse in the position measurement, with the encoder resolution 12500 pulses per revolution, the induced speed error is $\pm 7.90$ rad/sec. This calculation result is roughly consistent with the amplitudes of curves shown in Figures 13 and 16.

The aforementioned analysis can also be validated by simulation, where a pulse signal is injected into the measurement $x$. The pulse signal $e(t)$ has an amplitude of $2\pi/12500$ rad, a frequency of 5KHz, and its pulse width is 50% of the period. Simulation results are summarized by Fig. 17, where the induced harmonics in $v$ has an amplitude close to 6 rad/sec. One can therefore conclude that the measurement noise including quantization error in the position measurement, and the differentiation of $x$ in order to obtain the speed, contribute to the large harmonics in speed trajectories. It is understood that the large harmonics can be presumably suppressed by choosing a lower sample frequency, for instance 1KHz, increasing the encoder resolution, and designing sophisticated speed estimators instead of a differentiator to obtain $v$, etc.

VI. Conclusion

This paper proposed computationally efficient algorithms to generate energy-optimal trajectories for a servomotor system subject to acceleration and speed constraints. Instead of solving the MBVP directly, the linear constrained optimal control problem (LCOCP) was transformed to determine the optimal time interval of the speed constrained arc by solving a sequence of acceleration constrained optimal control problems (ACOCPs). Each ACOCP is parameterized by a specific choice of the time interval of the speed constrained arc and equivalent to the LCOCP. The ACOCP was further reduced to determine optimal switch times of acceleration constrained arcs by solving a sequence of two-point boundary value problems (TBVPs), whose BC is uniquely defined by the switch times. It was proved that the proposed algorithm is guaranteed to converge to an optimal solution, and incurs low computational burden as compared to various numerical optimization methods. Experiments were performed to verify that the servomotor system using an energy-optimal trajectory as reference indeed leads to less energy consumption.

APPENDIX

A. Definitions of $M$ and $G$

With $\Delta t = t_f - t_0$,

$$M(t_f, t_0) = \begin{bmatrix} M_{1,1} & M_{1,2} & M_{1,3} \\ M_{2,1} & M_{2,2} & M_{2,3} \\ M_{3,1} & M_{3,2} & M_{3,3} \end{bmatrix}$$

$M_{1,1} = 1$;

$$M_{1,2} = \frac{4}{p^2} \left( \frac{p}{2} \sinh \left( \frac{p\Delta t}{2} \right) + A_1 \cosh \left( \frac{p\Delta t}{2} \right) - A_1 \right)$$;

$$M_{1,3} = \frac{4A_2}{p^2} \left( \cosh \left( \frac{p\Delta t}{2} \right) - 1 \right)$$;

$$M_{2,2} = \cosh \left( \frac{p\Delta t}{2} \right) + \frac{2A_1}{p} \sinh \left( \frac{p\Delta t}{2} \right);$$
which implies that the average of $v_k$ than that of $v_k$ Lemma. Similarly, we have $\dot{t}$ which ensure that the same conditions in the current iteration solution, which can only be on $(a, b)$.

Because $v_k(t_{a_k}) - v_{k-1}(t_{a_k}) = 0$, and $v_k(t_{b_k}) - v_{k-1}(t_{b_k}) = 0$, there must exists $t_{a_k} \in (t_{a_{k-1}}, t_{b_{k-1}})$ such that $v_k(t_{a_k}) = v_{k-1}(t_{a_k})$. Since $v_k$ and $v_{k+1}$ are continuous, we have that $v_k(t_{a_{k+1}})$ and $v_{k+1}(t_{b_{k+1}})$ must meet at two points on $[t_{a_{k+1}}, t_{b_{k+1}}]$, following the first part of Proposition 3.1. Without loss of generality, denote these two points by $t_{a_k}$ and $t_{b_k}$ with $t_{a_k} < t_{a_k} < t_{b_k} < t_{b_k}$.

Because $v_k(t_{a_k}) - v_{k-1}(t_{a_k}) = 0$, we have $v_{k}(t_{b_k}) - v_{k-1}(t_{b_k}) = 0$. This implies that the same condition in the $k$th step still holds for the $(k + 1)^{th}$ step. Therefore, we only consider two monotone sequences $\{t_a\}$ and $\{t_b\}$ with $t_a \leq t_{a_{k+1}}$ and $t_b \geq t_{b_{k+1}}$ for all $k \in \mathbb{N}$, $k > 1$. Since $\{t_a\}$ and $\{t_b\}$ are bounded from below and above, they must converge monotonically as $k \to \infty$.

Let $t_1 = \lim_{k \to \infty} t_{a_k}$ and $t_2 = \lim_{k \to \infty} t_{b_k}$. Since $t_1, t_2$ are the fixed-point of Algorithm 1, we must have $\dot{v}(t_1) = A_{\max}$ and $\dot{v}(t_2) = A_{\min}$. Then the solution with switch time $t_1$ and $t_2$ satisfies all NOCs, hence, is optimal.

If only the acceleration constraint is active at the beginning of the optimal solution, $t_{b_k} = t_f$ for all $k \in \mathbb{N}$, and it can be shown similarly that $\{t_{a_k}\}$ is a monotone increasing sequence. A similar conclusion holds when only the deceleration constraint is active. In these two cases, Algorithm 1 can still identify the optimal switch time. The proof is complete. ■

C. Proof of Theorem 3.8

Proof: On the speed constrained arc, we have $u^\ast(t) = (dv_{\max} + c)/b$, $t \in [t_1^*, t_2^*]$. Without loss of generality, we may assume that the acceleration constraints are active on $[0, t_1^*]$ and $[t_2^*, t_f]$ with switch times $t_1^*$ and $t_2^*$. From (6), the costate $\lambda_v$ on the unconstrained arcs is given by

$$\lambda_v(t) = -2Ra^\ast(t) - K_v v^\ast(t), \quad t \in [t_1^*, t_2^*]$$

Since $u^\ast$, $x^\ast$ and $v^\ast$ are continuous with respect to $t$, we have $\lambda_v(t_1^*) = \lambda_v(t_2^*)$. According to (10), the optimal solution on $[t_1^*, t_2^*]$ is given by

$$X^\ast(t) = M(t, t_1^*)X(t_1^*) + G(t, t_2^*)B, \quad t \in [t_1^*, t_2^*].$$

With a change of the time variable, (26) can be written as

$$X^\ast(t + \Delta_t) = M(t + \Delta_t, t_1^*)X^\ast(t_1^*) + G(t + \Delta_t, t_2^*)B$$

$$= M(t, t_3^*) \left[ x^\ast(t_3^*) + \Delta t \lambda_v(t_3^*) \right] + G(t, t_2^*)B, \quad t \in [t_3^*, t_2^* - \Delta_t].$$

Since $M_{1,1} = 1$, $M_{2,1} = M_{3,1} = 0$, we have

$$x^\ast(t + \Delta_t) \lambda_v(t + \Delta_t) = M(t, t_3^*) \left[ x^\ast(t_3^*) + \Delta t \lambda_v(t_3^*) \right] + G(t, t_2^*)B$$
Because the right-hand-side of (27) is identical to that of (25), one can see that for $t \in [t_3^*, t_2^* - \Delta_t^*]$

$$(x^*(t + \Delta_t^*) - \Delta_t^* v_{\text{max}}, v^*(t + \Delta_t^*), \lambda^*(t + \Delta_t^*))$$

is an extension of the optimal solution $(x^*, v^*, \lambda^*)$ from $[t_1^*, t_2^*]$ to $[t_1^*, t_2^* - \Delta_t^*]$.

D. Proof of Theorem 3.9

Proof: Consider a trapezoidal speed trajectory defined by

$$w(t) = \begin{cases} A_{\text{max}} t, & 0 \leq t \leq \frac{v_{\text{max}}}{A_{\text{max}}}, \\ v_{\text{max}}, & \frac{v_{\text{max}}}{A_{\text{max}}} < t \leq \frac{v_{\text{max}} + \Delta_w}{A_{\text{max}}}, \\ \frac{v_{\text{max}} + \Delta_w}{A_{\text{max}}} \leq t \leq \frac{v_{\text{max}}}{A_{\text{max}}} + \frac{\Delta_w}{A_{\text{max}}}, \\ \frac{v_{\text{max}}}{A_{\text{max}}} + \frac{\Delta_w}{A_{\text{max}}} < t \leq t_{fw}, \end{cases}$$

where $\Delta_w$ is defined in Algorithm 2, and $t_{fw} = v_{\text{max}}/A_{\text{max}} + \Delta_w - v_{\text{max}}/A_{\text{min}}$. Then it can be easily verified that such a trapezoidal speed trajectory is the optimal solution to a minimum-time motor position control problem with the same dynamics, BC, and constraints as those of Problem 1.

Let $\dot{v}$ denote the energy-optimal solution to the acceleration constrained, but not speed constrained motor position control problem with the final time $t_f - \delta$ and the BC $x(t_f - \delta) = x_f - v_{\text{max}} \delta$. The other unspecified BC is the same as those of Problem 1. Henceforth, we denote this problem as the relaxed problem. Also, let $t_a$ and $t_b$ denote the switch times from acceleration constrained arc to unconstrained arc, and from unconstrained arc to deceleration constrained arc. According to Proposition 3.2, $\dot{v}$ is monotonically decreasing on $[t_a, t_b]$ with $\dot{v}(t_a) > 0$ and $\dot{v}(t_b) < 0$. Therefore, by solving for $t_s$ from $\dot{v}(t_s) = 0$ as in Algorithm 2, we can obtain the maximum value of $\dot{v}$, which is $\dot{v}(t_s)$. Let $\eta(\delta) = \dot{v}(t_s) - v_{\text{max}}$. Note that $\eta(\delta)$ depends continuously on $\delta$, since $\dot{v}$ depends continuously on the associated BC, which further depends continuously on $\delta$. Since Algorithm 2 includes a bisection search with updated bounds, in order to prove the convergence of Algorithm 2, we only need to prove that $\eta(0) > 0$, $\eta(\Delta_w) < 0$, and there is a unique $\delta \in (0, \Delta_w)$ such that $\eta(\delta) = 0$.

When $\delta = 0$, the relaxed problem share the same BC and final time with Problem 1 except that the relaxed problem has no speed constraint. If $\eta(0) \leq 0$, then $\dot{v}$ does not violate the speed constraint. Hence, $\dot{v}$ is also the optimal solution to Problem 1. But $\dot{v}$ does not contain any speed constrained arc, which is a contradiction. Therefore we must have $\eta(0) > 0$.

In order to show that $\eta(\Delta_w) < 0$, consider a second minimum-time problem with a new final position $x_f - v_{\text{max}} \Delta_w$. Then the second minimum-time problem and the relaxed energy-optimal problem with $\delta = \Delta_w$ share the same final position. It is easily seen that the optimal speed solution $w_2(t)$ to this second minimum-time problem is a triangle, and $\max\{w_2(t)|0 < t < v_{\text{max}}/A_{\text{max}} - v_{\text{max}}/A_{\text{min}}\} = v_{\text{max}}$, as illustrated in Fig. 18. Because for both problems the position increases monotonically with respect to the time, we may parameterize the speed using the position, and write $w_2$ as $\dot{v}_w(x) \sqrt{2} v_\text{max}$. Since $w_2$ is a minimum-time solution, we must have $w_2(x) \geq \dot{v}(x)$ for all $x \in [0, x_f - v_{\text{max}} \Delta_w]$. Let $x_m$ be the position at which $w_2(x_m) = v_{\text{max}}$. Suppose, ad absurdum, that there exists $x_s \in [0, x_f - v_{\text{max}} \Delta_w]$ such that $\dot{v}(x_s) \geq v_{\text{max}}$. Without loss of generality, we may assume that $x_s \in [0, x_m)$. If $x_s \in [0, x_m)$, then $\dot{v}(x_s) \geq \dot{v}(x_m)$, which means that $\dot{v}(x) > \dot{v}(x) = w_2(x) = \dot{v}(x_m)$. Since $\dot{v}$, the acceleration arc and the deceleration constrained arc are connected by an unconstrained arc, $\dot{v}$ is not constrained by the acceleration constraints in a neighborhood of $x_s$. It follows that $\dot{v} > w'_2$ in $[x_s - \epsilon, x_s + \epsilon]$ for some $\epsilon > 0$, where the prime denotes the derivative with respect to $x$. However, by integrating $\dot{v}$ forward we have $\dot{v}(x_s + \epsilon) > w'_2(x_s + \epsilon)$, which is a contradiction to the fact that $w_2$ is the minimum-time solution. Therefore, we must have $\dot{v}(x) < v_{\text{max}}$ for all $x \in [0, x_f - v_{\text{max}} \Delta_w]$, which is equivalent to $\dot{v}(t) < v_{\text{max}}$ for all $t \in [0, t_f - \Delta_w]$. Hence we have shown that $\eta(\Delta_w) < 0$.

Suppose there exist two solutions $\delta_1$ and $\delta_2$ to $\eta(\delta) = 0$. We can recover two different solutions to Problem 1 using the two partially equivalent solutions corresponding to $\delta_1$ and $\delta_2$. Theorem 3.8 ensures both recovered solutions are optimal, which contradicts the fact that Problem 1 has a unique solution. Hence, $\eta(\delta) = 0$ has an unique root.
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