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I. INTRODUCTION

Image deblurring is a long standing computer vision problem for which the goal is to recover a sharp image from a blurred image. Mathematically, the problem is formulated as:

\[ B = I \otimes K + n, \]  

where \( B \) is the captured blurred image, \( I \) is the latent image, \( K \) is the point spread function (PSF), \( \otimes \) is the convolution operator, and \( n \) represents image noise.

One common assumption in most previous algorithms that is often overlooked is that the image \( B \) in Equation (1) responds in a linear fashion with respect to irradiance, i.e., the final image intensity is proportional to the amount of light received by the sensor. This assumption is valid when we capture an image in a RAW format. However, when capturing an image using a common consumer level camera or camera on a mobile device, there is a nonlinear camera response function (CRF) that maps the scene irradiance to intensity. CRFs vary among different camera manufacturers and models due to design factors such as compressing the scene’s dynamic range or to simulate conventional irradiance responses of film [15], [33]. Taking this nonlinear response into account, the imaging process of Equation (1) can be considered as:

\[ B = f(I \otimes K + n), \]  

where \( f(\cdot) \) is the CRF. To remove the effect of the nonlinear CRF from image deblurring, the image \( B \) has to be first linearized by the inverse CRF, i.e., \( f^{-1} \). After deconvolution, the CRF is applied again to restore the original intensity which leads to the following process:

\[ I = f(f^{-1}(B) \otimes K^{-1}), \]  

where \( K^{-1} \) is inverse filter which denotes the deconvolution process.

Contributions This paper offers two contributions with regards to CRFs and their role in image deblurring. First, we provide a systematic analysis of the effect that a CRF has on the blurring process and show how a nonlinear CRF can make a spatially invariant blur behave as a spatially varying blur around edges. We prove that such nonlinearity can cause abrupt ringing artifacts around edges which are non-uniform. In addition, these artifacts are difficult to eliminated by regularization. Our analysis also shows that PSF estimation for various blind deconvolution algorithms are adversely affected by the nonlinear CRF.

Along with the theoretical analysis, we further introduce two algorithms to estimate the CRF from one or more images: the first method is based on a least-square formation when the PSF is known; the second method is formulated as a rank minimization problem when the PSF is unknown. Both of these approaches exploit the relationship between the blur profile about edges in a linearized image and the PSF. While our estimation methods cannot compete with well-defined radiometric calibration methods based on calibration patterns or multiple exposures, they are useful to produce a sufficiently accurate CRF for improving deblurring results.

Shorter versions of this work appeared in [22], [7]. This paper unifies these two concurrent independent works with more in-depth discussion and analysis of the role of CRF in deblurring, and additional experiments. In addition, a new section that analyzes the effectiveness of gamma curve correction in traditional deblurring methods, and the limitations of the proposed algorithms are presented in Section VII-A.

The remainder of our paper is organized as follow: In Section II, we review related works in motion deblurring and CRF estimation. Our theoretical analysis about the blur inconsistency introduced by a nonlinear CRF is presented in Section III, followed by the analysis on the deconvolution artifacts and PSF estimation errors in Section IV. Our two algorithms which estimate the nonlinear CRF from motion blurred image(s) with known and unknown PSF are presented in Section V. In Section VI, we present our experimental results. Section VII-A provides additional discussion about the effectiveness of gamma curve correction. Finally, we conclude our work in Section VIII.
II. RELATED WORK

Image deblurring is a classic problem with well-studied approaches including Richardson-Lucy [35, 40] and Wiener deconvolution [48]. Recently, several different directions were introduced to enhance the performance of deblurring. These include methods that use image statistics [14, 29, 18, 6], sparsity or sharp edge prediction [30, 20, 8], [2], [50, 26, 45], multiple images or hybrid imaging systems [11], [39], [9], [51], [5], [42], [43], and new blur models that account for camera motion [44], [46], [47], [19], [17]. The vast majority of these methods, however, do not consider the nonlinearity in the imaging process due to CRFs.

The goal of radiometric calibration is to compute a CRF from a given set of images or a single image. The most accurate radiometric calibration algorithms use multiple images with different exposures [12], [4], [37], [13], [15], [21], [24], [34], [28]. Our work is more related to single-image based radiometric calibration techniques [32], [33], [38], [36], [49]. In [32], the CRF is computed by observing the color distributions of local edge regions: the CRF is computed as the mapping that transforms nonlinear distributions of edge colors into linear distributions. This idea is further extended to deal with a single gray-scale image using histograms of edge regions in [33]. In [49], a CRF is estimated by temporally mixing of a step edge within a single camera exposure by the linear motion blur of a calibration pattern. Unlike [49], however, our method deals with uncontrolled blurred images.

To the best of our knowledge, there are only a handful of previous works that consider CRFs in the context of image deblurring. Examples include the work by Fergus et al. [14], where images are first linearized by an inverse gamma-correction with \( \gamma = 2.2 \). Real world CRFs, however, are often drastically different from gamma curves [15], [31]. Another example by Lu et al. [34] involves reconstructing a high dynamic range image from a set of differently exposed and possibly motion blurred images. Work by Cho et al. [10] discussed nonlinear CRFs as a cause for artifacts in deblurring, but provided little insight into why such artifacts arise. Their work suggested to avoid this by using a pre-calibrated CRF or the camera’s RAW output. While a pre-calibrated CRF is undoubtedly the optimal solution, the CRF may not always be available. Moreover, work by Chakrabarti et al. [3] suggests that a CRF may become scene dependent when the camera is in “auto mode”. Furthermore, work by Kim et al. [23] showed that the CRF for a given camera may vary for different camera picture styles (e.g., landscape, portrait, etc.).

Our work aims to provide more insight into the effect that CRFs have on the image deblurring process. In addition, we seek to provide a method to estimate a CRF from a blurred input image in the face of a missing or unreliable pre-calibrated CRF.

III. BLUR INCONSISTENCY DUE TO NONLINEAR CRF

We analyze the blur inconsistency introduced by a nonlinear CRF by measuring:

\[ \Gamma = B - \hat{B} \]  

(4)

where \( \hat{B} = I \otimes K \) which denotes the conventional intensity based blurring process. Note that \( I \) is used instead of \( \hat{I} \). Our goal in here is to understand where the intensity based convolution model would introduce errors when CRF correction is excluded.

**Claim 1. In uniform intensity regions, \( \Gamma = 0 \).**

Proof: Since pixels within the blur kernel region have uniform intensity, we have \( f^{-1}(I) \otimes K = f^{-1}(I) = f^{-1}(I \otimes K) \). Therefore,

\[ B = f(f^{-1}(I) \otimes K) = f(f^{-1}(I \otimes K)) = \hat{B}, \]

(5)

thus \( \Gamma = 0 \).

Claim 1 applies to any CRF (both linear or nonlinear). This implies that a nonlinear CRF will not affect deblurring quality for uniform intensity regions.

**Claim 2. If the blur kernel \( K \) is small and the CRF \( f \) is smooth, \( \Gamma \approx 0 \) in low frequency regions .**

Proof: Let \( I = \hat{T} + \Delta I \) be a local patch covered by the blur kernel \( K \). The term \( \hat{T} \) is the average intensity within the patch and \( \Delta I \) is the deviation from \( \hat{T} \). In low frequency regions, \( \Delta I \) is small.

Next, we apply the first-order Taylor series expansion to \( f^{-1}(I) \otimes K \) as:

\[ f^{-1}(\hat{T} + \Delta I) \otimes K \approx f^{-1}(\hat{T}) \otimes K + (f^{-1}(T) \cdot \Delta I) \otimes K, \]

(6)

where \( f^{-1} \) is the first order derivative of \( f^{-1} \). Since \( \hat{T} \) is uniform, we have \( f^{-1}(\hat{T}) \otimes K = f^{-1}(\hat{T}) \) and \( f^{-1}(\hat{T}) \) is constant in the local neighborhood. Thus, Equation (6) can be approximated as:

\[ f^{-1}(\hat{T}) + f^{-1}(\hat{T}) \cdot \Delta I \otimes K. \]

(7)

Similarly, by using the first-order Taylor series expansion, we have

\[
\begin{align*}
    f^{-1}(I \otimes K) & = f^{-1}(\hat{T} \otimes K + \Delta I \otimes K) \\
    & \approx f^{-1}(\hat{T} \otimes K) + f^{-1}(\hat{T} \otimes K) \cdot (\Delta I \otimes K),
\end{align*}
\]

(8)

Therefore,

\[
    B = f(f^{-1}(I) \otimes K) \approx f(f^{-1}(I \otimes K)) = \hat{B},
\]

(10)

i.e., \( \Gamma \approx 0 \).

Claim 2 holds only for small kernels. When the kernel size is large, e.g., 80 \times 80, the first-order Taylor series expansion is not accurate. To illustrate this property, we simulate a 1D smooth signal in Figure 1(a). A uniform motion blur kernel with different size (10, 20, 30 and 80 pixels) is applied to the 1D signal. We compute \( B \) and \( \hat{B} \) with \( f^{-1} \) being a gamma curve (\( \gamma = 2.2 \)). The plotting of \( \Gamma \) along the 1D signal with different sized \( K \)s are shown in Figure 1(a). Note that \( \Gamma \approx 0 \) for the first three kernels.

**Claim 3. \( \Gamma \) can be large at high frequency high contrast regions.**

Proof: Let us consider a sharp edge in \( I \) represented by a Step Edge Function,

\[
I(x) = \begin{cases} 
0, & \text{if } x < 0.5 \\
1, & \text{otherwise}
\end{cases}
\]

(11)
Fig. 1. Illustration of blur inconsistency $\Gamma$. A gamma curve with $\gamma = 2.2$ is used to simulate $f^{-1}$ across all sub-figures. (a): $\Gamma$ is computed along a 1D smooth signal with four different uniform motion blur kernels of size 10, 20, 30 and 80 pixels. (b) The first two rows show the latent pattern and the corresponding irradiance-based motion blurred pattern respectively. The bottom row shows the measured $\Gamma$ which varies across different edge strength. (c) Plotting of $\Gamma$ in (b) with different kernel sizes.

Since $f^{-1}$ has boundary $f^{-1}(0) = 0$ and $f^{-1}(1) = 1$ [15], we have $f^{-1}(1) = I$. Therefore,

$$B = f(f^{-1}(I) \otimes K) = f(I \otimes K) = f(\hat{B}),$$

Hence, $\Gamma = f(\hat{B}) - \hat{B}$.

In this example, $\Gamma(x)$ measures how $f(x)$ deviates from the linear function $y(x) = x$. In other words, $\Gamma(x) \rightarrow 0$, iff $f(x) \rightarrow x$. However, practical CRFs $f$ are highly nonlinear [15], [23].

To validate Claim 3, we simulate a 1D signal of sharp edges with different gradient magnitudes and measure the blur inconsistency $\Gamma$ as shown in Figure 1(b). The first row is the original clear signal. The second row is the blur signal $B$ where the blur kernel size is 20 pixels. The third row shows the $\Gamma$ which is non-zero around edge regions and the $\Gamma$ increase as the gradient magnitudes get larger. To further analyze the effect of kernel size on sharp signals, we plot $\Gamma$ with four different sized kernels in Figure 1(c). Notice that the area of non-zero $\Gamma$ increase with kernel size since the blurry edge gets larger. Also, the magnitude of $\Gamma$ depends on edge magnitude but it does not depend on kernel size.

**Theorem 1.** Let $I_{\text{min}}$ and $I_{\text{max}}$ be the local minimum and maximum pixel intensities in a local neighborhood covered by kernel $K$ in image $I$. If $f^{-1}$ is convex, then the Blur Inconsistency is bounded by $0 \leq \Gamma \leq I_{\text{max}} - I_{\text{min}}$.

**Proof:** Consider $f^{-1}(I) \otimes K$ as a convex combination of pixels from $f^{-1}(I)$ since $K$ contains only zero or positive values. If $f^{-1}$ is convex, we can use the Jensen’s inequality to obtain

$$f^{-1}(I) \otimes K \geq f^{-1}(I \otimes K).$$

Further, since the CRF $f$ is a monotonically increasing [12], [37],

$$B = f(f^{-1}(I) \otimes K) \geq f(f^{-1}(I \otimes K)) = \hat{B},$$

i.e., $\Gamma \geq 0$.

Next, we derive the upper bound of $\Gamma$. Since $I \otimes K \leq I_{\text{max}}$ and $f^{-1}$ is monotonically increasing (as $f^{-1}$ is inverse of $f$ and $f$ is monotonically increasing), $f^{-1}(I) \otimes K \leq f^{-1}(I_{\text{max}})$. Therefore, we have,

$$B = f(f^{-1}(I) \otimes K) \leq f(f^{-1}(I_{\text{max}})) = I_{\text{max}}.$$  

Likewise, we can also derive $\hat{B} = I \otimes K \geq I_{\text{min}}$. Combining this with Equation (14) and Equation (15), we have: $I_{\text{min}} \leq \hat{B} \leq B \leq I_{\text{max}}$. Therefore,

$$0 \leq \Gamma \leq I_{\text{max}} - \hat{B} \leq I_{\text{max}} - I_{\text{min}}.$$  

Theorem 1 explains the phenomenon in Figure 1: when the gradient magnitude of an edge is large, the upper-bound of $\Gamma$ will be large. On the other hand, in low contrast regions, the upper bound $I_{\text{max}} - I_{\text{min}}$ is small and so is $\Gamma$. Thus, $B$ can be well approximated by $\hat{B}$.

It is important to note that Theorem 1 assumes a convex inverse CRF $f^{-1}$. This property has been observed in many previous results. For example, the widely used Gamma curves $f^{-1}(x) = x^\gamma$, $\gamma > 1$, are convex. To better illustrate the convexity of $f^{-1}$ (or equally the concavity of $f$), we plot 188 real camera CRF curves ($f$) collected in [15] in Figure 2. We compute the discrete second-order derivatives of the 188 real camera CRF curves. Our experiment shows that the majority (84.4%) of sample points are negative and therefore the inverse CRF $f^{-1}$ is largely convex.

Combining Claim 1, 2, 3, and theory 1, we see that the blur inconsistency introduced by nonlinear CRF mainly appears in high contrast high frequency regions in original signal. These regions, however, are the regions that mostly cause ringing artifacts in image deblurring. Next, we will analysis the effects of CRF and how it affects the quality of image deblurring.
Fig. 3. This figure shows a simple step edge image that has been blurred by two different PSF kernels: a 1D motion PSF with uniform speed (kernel A) and a 1D PSF with non-uniform speed (kernel B). These blurred images are transformed with a linear CRF (a)(c), and with a nonlinear CRF (b)(d). The 1D PSF and the 1D slice of intensity values are also shown. (e)-(h) show non-blind deconvolution results of (a)-(d) using Wiener filter. (i)-(l) show non-blind deconvolution results of (a)-(d) using an iterative re-weighting method [30] with sparsity regularization.

Fig. 4. This figure illustrates the problem when the image intensities are re-mapped according to different part of the camera response function. Two identical edge profiles at different intensity ranges are re-mapped to have different shapes.

IV. EFFECTS OF CRF IN IMAGE DEBLURRING
A. Effects on PSF and image deconvolution
We begin our analysis using synthetic examples shown in Figure 3. An image with three different intensity levels (Black, Gray, and White) is blurred with 1D motion PSFs with uniform speed (kernel A) and non-uniform speed (kernel B) to generate the observations in Figure 3 (a)(b) and Figure 3 (c)(d) respectively. A real CRF \(^1\) is used to non-linearly re-map the image intensity in Figure 3 (b)(d) after convolution.

In this example, we can observe how the blur profiles of an image becomes spatially varying after the nonlinear re-mapping of image intensities even though the underlying motion PSF is spatially invariant. With a linear CRF, the blur profile from the black to gray region (first step edge) is the same as the blur profile from the gray to white region (second step edge) as shown in Figure 3 (a)(c). However, with a nonlinear CRF, the two blur profiles become different as shown in Figure 3 (b)(d). This is because the slope and the curvature of the CRF are different for different range of intensities. Figure 4 helps to illustrate this effect.

To examine the effect that these cases have on image de-blurring, we performed non-blind deconvolution on the synthetic images as shown in the second and third rows of Figure 3. The second row shows the results of Wiener filtering [48] while the third row shows the results of [30] with sparsity regularization. Without using any regularization, the deblurring results of both the linear and nonlinear CRF contain ringing artifacts due to the zero component of the PSF in the frequency domain. However, the magnitude of these ringing artifacts in the nonlinear CRF result is significantly larger than the one with the linear CRF. The use of image regularization [30] helps to reduce the ringing artifacts, but the regularization is less effective in the case of a nonlinear CRF even with a very large regularization weight.

In addition, if we assume \( I \) is a step edge and \( f \) is a Gamma function, \( f(x) = x^\gamma \) with \( \gamma < 1 \), we can re-write \( B = f(\hat{B}) \) (Equation (12)) using Taylor series expansion:

\[
B = \hat{B}^\gamma = \hat{B} + P,
\]

(17)

where \( P = \sum_{\kappa=1}^{\infty} \frac{(\alpha - 1)^\kappa}{\kappa!} \hat{B}(\ln \hat{B})^\kappa \). An important property of function \( x(\ln x)^\gamma \) is that it approaches zero for \( x \to 0^+ \) or \( x \to 1 \).
the estimated PSFs are noticeably different, especially for the speed of the motion. However, as we can observe in Figure 6, motion blur, and the intensity of the PSF describes the relative shape of the PSF, but the shape of a PSF should remain the same since the raw images from [11] were used for our testing purpose.

Fergus et al. the same row are from the same image with different estimated methods: linear CRF (left columns) or nonlinear CRF (right columns). PSF kernels in Fig. 6. This figure shows examples of PSF kernels from several images with

Therefore, $P$ only has non-zero values in the blurred edge regions. Assuming an invertible filter $K$ which has non-zero entries in frequency domain, we can represent the deconvolution of $B$ with $K$ by $B \otimes K^{-1}$, and thus

$$B \otimes K^{-1} = \hat{B} \otimes K^{-1} + P \otimes K^{-1}, \quad (18)$$

where $\hat{B} \otimes K^{-1} = I$ (Equation (4)). Thus, $P \otimes K^{-1}$ is the deconvolution artifacts introduced by the Blur Inconsistency $\Gamma$. Notice that even the blur inconsistency appears only within the edge areas, the deconvolution process can propagate the blur inconsistency errors from edge regions to smooth regions. Figure 5 illustrates the effects of decomposition in Equation (18). Again, the CRF plays a significant role in quality of the image deblurring.

B. Effects on PSF estimation

We also analyze the effects of a CRF on the PSF estimation by comparing the estimated PSF between a linear and nonlinear CRF. We show the estimated PSFs from Fergus et al. [14], Shan et al. [41], Xu and Jia [50] and Cho et al. [11] in Figure 6. The raw images from [11] were used for our testing purpose.

Ideally, the CRF should only affect the relative intensity of a PSF, but the shape of a PSF should remain the same since the shape of the PSF describes the trajectory of motion causing the motion blur, and the intensity of the PSF describes the relative speed of the motion. However, as we can observe in Figure 6, the estimated PSFs are noticeably different, especially for the results from [14] and [41]. This is because both [14] and [41] use alternating optimization for their non-blind deconvolution. As previously discussed, the nonlinear CRF causes errors during the deconvolution process which in turn propagates the errors to the estimated PSF in an alternating optimization framework. The results from [50] and [11] contains less errors because they separate the process of PSF estimation and image deconvolution. However, the shape of the estimated PSF are still different. The method in [50] requires edge selection and sharpening, and the method in [11] requires edge profiles to be aligned. Since the nonlinear CRF alters the edge profiles in the blurred image, their estimated PSF also contains errors inherent from non-uniform edge profiles. Note that small errors in the PSF estimation can causes significant artifacts in subsequent deconvolution.

V. CRF ESTIMATION FROM A BLURRED IMAGE

In this section, we describe a method to estimate the CRF from one or more blurred images. To begin, we examine the relationship between the PSF and edge profiles in a blurred image under a linear CRF assumption. We then describe a method to estimate the CRF based on this relationship using least-squares fitting assuming a known PSF. This method is then converted to a robust estimation of an unknown PSF and a CRF using rank minimization.

A. PSF and edge profiles

We begin with the observation that the shape of a blur profile with the linear CRF resembles the shape of the cumulative distribution of the 1D PSF as shown in Figure 5 (a)(c). Our analysis is similar in fashion to that in [18] which used alpha mattes of blurred object to estimate the PSF. Our approach, however, works directly from the image intensities and requires no matting or object extraction. Instead, we only need to identify the step edges with homogeneous areas on both sides. For such edges, the shape of the blur profile is equal to the shape of the cumulative distribution of the 1D PSF.

**Theorem 2.** Under a 1D motion blur, if the CRF is linear and the original edge in clear image is a step edge with uniform intensity on both sides, the shape of the blur profile is equal to the shape of the cumulative distribution of the 1D PSF.

**Proof:** Consider a simple case where the original step edge has values $[0, \ldots, 0, 1, 0, \ldots, 1]$ and the values of the PSF is $[\alpha_1, \alpha_2, \ldots, \alpha_M]$. If the number of 0’s and 1’s are both larger than $M$, the blur profile after the motion blur is equal to $[\alpha_1, \alpha_1 + \alpha_2, \ldots, \sum_{i=1}^M \alpha_i]$, which is the cumulative distribution of the 1D PSF. For any edges with intensities $[I_1, I_2]$, the value of the blur profile at $m \in [1, \ldots, M]$ after the blur is equal to $I_1 + \sum_{i=1}^m \alpha_i (I_2 - I_1)$.
Theorem 2 is valid under the assumptions that the motion blurred image does not contain any noise or quantization error.

In the case of a 2D PSF, Theorem 2 still holds when the edge is a straight line. In this case, the 1D PSF becomes the marginal probability of the 2D PSF projected onto the line perpendicular to the edge direction as illustrated in Figure 7.

B. CRF approximation with a known PSF

Considering that the shape of blurred edge profiles are equal to the shape of the cumulative distribution of the PSF\(^2\) if the CRF is linear. Given that we know the PSF, we can compute the CRF as follows:

\[
\arg\min_{g(\cdot)} E_1 \sum_{j=1}^{M} \sum_{m=1}^{M} w_j \left( \frac{g(I_j(m)) - I_j}{w_j} - \frac{m}{\lambda_1} \right)^2
\]

\[+ \sum_{j=1}^{M} \sum_{m=1}^{M} w_j \left( \frac{g(I_{\bar{j}}(m)) - I_{\bar{j}}}{w_j} - \frac{M}{\lambda_1} \right)^2
\]

where \(g(\cdot) = f^{-1}(\cdot)\) is the inverse CRF function, \(E_1\) and \(E_2\) are the numbers of selected blurred edge profiles from dark to bright regions and from bright region to dark regions, respectively.

The variables \(I_j\) and \(w_j\) are the minimum intensity value and the intensity range (intensity difference between the maximum and the minimum intensity values) of the blurred edge profiles after applying the inverse CRF. Blur profiles that span a wider intensity range are weighted more because their wider dynamic range covers a larger portion of \(g(\cdot)\), and therefore provide more information about the shape of \(g(\cdot)\). We filtered out the edges with \(w_j < 0.1\) since according to our blur inconsistency analysis in Section III, these low contrast edges does not provide much information for PSF estimation.

We follow the method in [49] and model the inverse CRF \(g(\cdot)\) using a polynomial of degree \(d = 5\) with coefficients \(a_p\), i.e., \(g(I) = \sum_{p=0}^{d} a_p I^p\). The optimization is subject to boundary constraints \(g(0) = 0\) and \(g(1) = 1\), and a monotonicity constraint that enforces the first derivative of \(g(\cdot)\) to be non-negative. Our goal is to find the coefficients \(a_p\) such that the following objective function is minimized:

\[
\arg\min_{a_p} E_1 \sum_{j=1}^{M} \sum_{m=1}^{M} w_j \frac{\sum_{p=0}^{d} a_p I_j(m)^p - l_j}{w_j} - \frac{m}{\lambda_1} \right)^2
\]

\[+ \sum_{j=1}^{M} \sum_{m=1}^{M} w_j \frac{\sum_{p=0}^{d} a_p I_{\bar{j}}(m)^p - l_{\bar{j}}}{w_j} - \frac{M}{\lambda_1} \right)^2
\]

\[+ \lambda_1 \left( a_0^2 + \frac{d}{\sum_{p=0}^{d} a_p - 1} \right)
\]

\[+ \lambda_2 \sum_{r=1}^{L} \left( \frac{d}{\sum_{p=0}^{d} a_p \left( \left( \frac{r}{L} \right)^P - \left( \frac{L}{L} \right)^P \right) \right) .
\]

where \(H\) is the Heaviside step function for enforcing the monotonicity constraint, i.e., \(H = 1\) if \(g(r) < g(r - 1)\), or \(H = 0\) otherwise and \(L\) is the maximum intensity level, e.g.255 for 8-bit color depth. The weights are fixed to \(\lambda_1 = 100\) and \(\lambda_2 = 10\), which control the boundary constraint and the monotonic constraint, respectively. The solution of Equation (20) can be obtained by a simplex search method of Lagarias et al. [27]\(^3\).

C. CRF estimation with unknown PSF

Using the cumulative distribution of the PSF can reliably estimate the CRF under ideal conditions. However, the PSF is usually unknown in practice. As we have studied in Section IV-B, nonlinear CRF affects the accuracy of the PSF estimation, which in turn will affect our CRF estimation described in Section V-B. In this section, we introduce a CRF estimation method without explicitly computing the PSF.

As previously discussed, we want to find an inverse response function \(g(\cdot)\) that makes the blurred edge profiles have the same shape after applying the inverse CRF. This can be achieved by minimizing the distance between each blur profile to the average blur profile:

\[
\arg\min_{g(\cdot)} E_1 \sum_{j=1}^{M} \sum_{m=1}^{M} w_j \left( \frac{g(I_j(m)) - l_j}{w_j} - A_1(m) \right)^2
\]

\[+ \sum_{j=1}^{M} \sum_{m=1}^{M} w_j \left( \frac{g(I_{\bar{j}}(m)) - l_{\bar{j}}}{w_j} - A_2(m) \right)^2 ,
\]

where \(A_1(m) = \sum_{k=1}^{E_1} w_k g(I_k(m))\) is the weighted average blur profile, and \(W = \sum_{k=1}^{E_1} w_k\) is a normalization factor.

Using the constraint in Equation (21), we can compute the CRF, however, this approach is unreliable not only because the constraint in Equation (21) is weaker than the constraint in Equation (19), but the nature of least-squares fitting is sensitive to outliers. To avoid these problems, we generalize our method to robust estimation via rank minimization.

Recall that the edge profiles should have the same shape after applying the inverse CRF. This means that if the CRF is linear, the edge profiles are linearly dependent with each other, and hence the observation matrix of edge profiles form a rank-1 matrix for each group of edge profiles:

\[
g(M) = \begin{pmatrix}
g(I_1(1)) - l_1 & \cdots & g(I_1(M)) - l_1 \\
\vdots & \ddots & \vdots \\
g(I_{E_1}(1)) - l_{E_1} & \cdots & g(I_{E_1}(M)) - l_{E_1} 
\end{pmatrix}
\]

where \(M\) is length of edge profiles, and \(E_1\) is the number of observed edge profiles grouped according to the orientation of edges. Now, we transform the problem into a rank minimization problem which finds a function \(g(\cdot)\) that minimizes the rank of the observation matrix \(M\) of edge profiles. Since the CRF is the same for the whole image, we define our objective function for rank minimization as follow: 

\[
\arg\min_{g(\cdot)} \sum_{k=1}^{K} w_k \text{rank}(g(M_k)),
\]

where \(K\) is total number of observation matrix (total number of group of edge profiles), \(w_k\) is a weight given to each observation matrix. We assign larger weight to the observation matrix that contains more edge profiles. Note that Equation (23) is also applicable to multiple images since the observation matrix is built individually for each edge orientation and for each input image.

\(^{3}\)fminsearch function in Matlab.
obtain our final objective function: 

\[ \text{arg min}_{g(\cdot)} \sum_{k=1}^{K} w_k \sum_{j=2}^{E_k} \sigma_{kj}^2, \quad (24) \]

where \( \sigma_{kj} \) are the singular values of \( g(\mathcal{M})_{kj} \). If the observation matrix is rank-1, only the first singular values is nonzero and hence minimizes Equation (24). In our experiments, we found that Equation (24) can be simplified to just measuring the ratio of the first two singular values:

\[ \text{arg min}_{g(\cdot)} \sum_{k=1}^{K} w_k \frac{\sigma_{k2}}{\sigma_{k1}}. \quad (25) \]

Combining the monotonic constraint, the boundary constraint and the polynomial function constraint from Equation (20), we obtain our final objective function:

\[ \text{arg min}_{u_p} \sum_{k=1}^{K} w_k \frac{\sigma_{k2}}{\sigma_{k1}} + \lambda_1 \left( \alpha_0 + \sum_{p=0}^{d} \alpha_p \right)^2 \]

\[ + \lambda_2 \sum_{r=1}^{L} H \left( \sum_{p=0}^{d} \alpha_p \left( \frac{r-1}{L} \right)^p - \left( \frac{r}{L} \right)^p \right) \quad (26) \]

Equation (26) can be solved effectively using nonlinear least-squares fitting\(^4\).

**D. Implementation issues for 2D PSF**

Our two proposed methods for CRF estimation are based on the 1D blur profile analysis. Since, in practice, PSFs are 2D in nature, we need to group image edges with similar orientation and select valid edge samples for building the observation matrix. We use the method in [11] to select the blurred edges. The work in [11] filtered edge candidates by keeping only high contrast straight-line edges. A user parameter controls the minimum length of straight-line edges which depends on the size of the PSF. We refer to [11]\(^4\)lsqnonlin function in Matlab.

---

\(^4\)lsqnonlin function in Matlab.
varies according to the shape of the PSF, we give a larger weight to the directions with longer edge profiles as they provide more information about the CRF than sharp edges. When dealing with multiple images, the same weighting scheme applies where a larger weight is given to a more blurry edge profile.

Our rank minimization using nonlinear least-squares fitting is sensitive to the initial estimation of the CRF. In our implementation, we use the average CRF profile from the database of response functions (DoRF) created by Grossberg and Nayar [16] as our initial guess. The DoRF database contains 201 measured functions which allows us to obtain a good local minima in practice.

VI. EXPERIMENTAL RESULTS

In this section, we evaluate the performance of our CRF estimation method using both synthetic and real examples. In the synthetic examples, we test our algorithm under different conditions in order to better understand the behaviors and the limitations of our method. In the real examples, we evaluate our method by comparing the amount of ringing artifacts with and without CRF intensity correction to demonstrate the effectiveness of our algorithm and the importance of CRF in the context of image deblurring.

A. Synthetic examples

Figure 8 shows the performance of our CRF estimation under different conditions. We first test the effects of the intensity range of the blur profiles in Figure 8 (a). In a real application, it is uncommon that all edges will have a similar intensity range. These intensity range variations can potentially affect the estimated CRF as low dynamic range edges usually contain larger quantization errors. As shown in Figure 8 (f), our method is reasonably robust to these intensity range variations.

Our method assumes that the original edges are step edges. In practice, there may be color mixing effect even for an edge that is considered as a sharp edge. In our experiments, we find that the performance of our approach degrades quickly if the step edge assumption is violated. However, as shown in Figure 8 (g), our approach is still effective if the color mixing effects is less than 3 pixel wide given a PSF with size 15. The robustness of our method when edge color mixing is present depends on the size of the PSF with our approach being more effective for larger PSFs.

Noise is inevitable even when the ISO of a camera is high. We test the robustness of our method against image noise in Figure 8 (c). We add Gaussian noise to Equation (2) where the noise is added after the convolution process but before the CRF mapping. As can be observed in Figure 8 (h), the noise affects the accuracy of our method. In fact, using the model in Equation (2), we can observe that the noise has also captured some characteristics of the CRF. The magnitude of noise in the darker region is larger than the magnitude of noise in the brighter region. Such information may even be useful and combined into our framework to improve the performance of our algorithm as discussed in [36].

We test the sensitivity of our algorithm when the union of blur profiles does not cover the whole range of CRF. As can be seen in Figure 8 (i), our method still gives reasonable estimations. This is because the polynomial and monotonicity constraint assist in
maintaining the shape of CRF. Note that having limited range of intensities will degrade the performance of all radiometric calibration methods.

Finally, we show a result where we use all input images to estimate the CRF. As expected, more input images give a more accurate CRF estimation.

The synthetic experiments show that the performance of our method depends on not only the quantity of the observed blur profiles but also the quality of the profiles. For instance, a blur profile with a large motion covering a wide intensity range is better than the combination of blur profiles that cover only a portion of intensity range. When combining the observations from multiple images, our estimated CRF is more accurate as the mutual information from different images increases the robustness of our algorithm. The rank minimization also makes our algorithm less sensitive to outliers.

B. Real examples

1) With Known PSF: To test our algorithm with a known PSF in real world examples, we implemented the method from [51] which uses a pair of blurry/sharp image to estimate a reliable motion PSF. Although we can use previous single image methods, e.g. [14], [41], [50], [11], to get the PSF, we found that the PSF from [51] is more reliable especially when the CRF is nonlinear (Section IV-B). We validated our approach on three different camera models: Canon 60D, 400D, and Nikon D3100.

Figure 10(a),(b) and (c) show the captured sharp/blurry image pairs. The ISO value and the relative exposure setting for each captured image pair were also shown. The sharp images were captured with a tripod whereas the blurry images were captured by holding the camera by hands with long exposure period. To obtain the ground truth CRF for comparisons, we used the Macbeth color checkerboard and applied the PCA-based method [15] to estimate \( f^{-1} \) via curve fitting [38]. Figure 10 (d),(e) and (f) plot our estimated CRFs against the ground truth CRFs. The green dots are the sampled chart values from the Macbeth color checkerboard.

Finally, we tested the effectiveness of different regularization-based deconvolution algorithms in Figure 11. In particular, we compare the method from Krishnan and Fergus [25], Levin et al. [30], and Xu and Jia [50]. The work from Krishnan and Fergus uses hyper-laplacian prior to regularize the deconvolved image, Levin et al. use the sparsity regularization while Xu and Jia use the L1-norm regularization. Among all the deconvolution results, the gamma correction consistently shows better results than the results using linear CRF correction. However, with our estimated CRF correction, the deconvolution results for all three methods
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can be further improved.

2) With Unknown PSF: When the PSF is not available, we estimate the inverse CRF using the method in Section V-C. Note that since the CRF estimation step is separated from the PSF estimation step, the accuracy of our estimated CRF for the real examples does not depend on the PSF estimation algorithm. In our implementation, we choose the method in [50] to estimate the PSF from a single image and the method in [30] with the sparsity regularization for deconvolution.

Figure 12 shows the results from the input image in (a) that is captured by a Canon EOS 400D (first row) and a Nikon D90 DSLR (second and third rows) camera with a nonlinear CRF. The results in (b) are the estimated CRF using single and multiple images. The ground truth CRFs were computed by using method in [28] with a calibration pattern. For the reference, we have also show the inverse gamma-correction curve with $\gamma$ equal to 2.2. This is a common method suggested by the previous deblurring algorithm [14] when the CRF is unknown. Note the shape of the inverse gamma-correction curve is very different from the shape of ground truth and our estimated CRF. We compare the results with gamma correction ($\gamma = 2.2$) and with our estimated CRF corrections in (c) and (d) respectively. As expected, our results with CRF corrections are better – not only do the deblurring results contain less artifacts, but the estimated PSFs are also more accurate after the CRF correction.

VII. DISCUSSION

A. Effectiveness of Gamma Correction

When the ground truth CRF is unknown, a common method in previous deblurring algorithms [14], [50] is to use gamma curve correction with $\gamma = 2.2$. In this section, we provide additional analysis to the effectiveness of this approach. Let the blurred irradiance be $\tilde{B} = I \otimes K$, and the observed intensity be $B = f(\tilde{B})$. When gamma curve is used, we have:

$$f^{-1}_g(f(\tilde{B})) = (f(\tilde{B}))^{2.2},$$

(27)
The absolute error introduced by the curve can be measured by:

\[ \tau(B) = |f(B)^{2.2} - \tilde{B}|. \]  

(28)

As discussed previously in Section III and Section IV, errors in the CRF estimation will be directly transferred to the deblurred image leading to large ringing artifacts that cannot fully be suppressed by regularization.

In order to show the magnitude of the approximation errors, we measure the differences between the gamma curve and the 188 real CRF database [15] presented in Figure 2. Figure 13(a) shows the approximation errors of the gamma curve. The central dark curve shown in the figure represents the mean \( \tau \) for all the 188 real CRFs.

\[ f(x) = x^{1/2.2} \]  

denotes the gamma curve CRF. Thus, the error curves have errors larger than 0.1 which is 10% of intensity range. Some curves even have errors as large as 0.6. For the reference, we also show the approximation errors if a linear CRF is used in Figure 13(b). Although the gamma curve has smaller errors compared to the linear CRF, gamma curve is insufficient to represent the real-world CRFs as noted in previous work [15], [31], [23].

Next, we use the synthetic examples in Figure 3 to analyze the effectiveness of gamma curve correction in the non-blind deconvolution. Figure 14 shows the result. The gamma curve correction can reduce errors compared to the results using the linear correction, and the ringing artifacts are further reduced when a regularization-based deconvolution is used. Yet, as illustrated in Figure 14, it cannot completely remove the ringing artifacts caused by the blur inconsistency from nonlinear CRF.

Finally, we show an example in Figure 15, where the gamma curve correction is “successful”. We use the mean CRF of the 188 real CRF database [15] as the ground truth CRF. As illustrated in Figure 15(b), the gamma curve with \( \gamma = 2.2 \) is closed to the inverse of mean CRFs. We use the method in Section V-B to estimate the CRF with known PSF. This example is considered as successful in deblurring since the deconvolution artifacts are small and unnoticeable after a regularization is used. However, if we compare the error maps using our estimated CRF correction, our approach can further reduce errors with the same deconvolution algorithm [25].

B. Assumptions and Limitations

Our proposed algorithms work under several assumptions. In the following, we analyze each of the assumptions and discuss the limitations of our approach in practise.

1) Robustness against image noise: Theorem 2 for our CRF estimation algorithms assumes noise-free conditions. To analyze
The estimated CRF under different noise level. (a) Canon400D. (b) Nikon D3100. (c) Plot of RMSE of the estimated CRF against different amount of noise.

Fig. 16. The estimated CRF under different noise level. (a) Canon400D. (b) Nikon D3100. (c) Plot of RMSE of the estimated CRF against different amount of noise.

Fig. 17. Failure case. Our algorithm fails to estimate accurate CRF when the intensity range of input image is narrow. Yet, the deblurred result is still better than the gamma curve with less ringing artifacts.

the robustness of our algorithms against image noise, we generate a set of synthetic blurry and noisy images with different amount of Gaussian noise. The ground truth image in Figure 15 and the CRF curves of Canon400D and Nikon D3100 were used to produce the synthetic inputs. Figure 16 shows the plot of RMSE of the estimated CRF (with unknown PSF) against different amount of noise. Our CRF estimation algorithm is robust to image noise thanks to the usage of rank minimization optimization and the directional filtering in the edge selection step.

2) Spatially varying blur: Our CRF estimation algorithms assume spatially invariant motion blur. When facing spatially varying motion blur or defocus blur with different depth layers, the blind CRF estimation algorithm with unknown PSF will break down since the observation matrix is no longer a rank-1 matrix. In such scenario, only the CRF estimation algorithm with known PSF can be used providing that the local PSF can be obtained accurately. The blur inconsistency analysis, however, should still hold which claims that the irradiance of the blurry image should be linearized before deblurring in order to avoid ringing artifacts caused by non-linear CRF.

3) Failure Cases: We finally provide a failure case in Figure 17 where the CRF estimation fails due to the narrow intensity range of the input image. The estimated CRF deviates from the ground truth CRF especially for the area that is not covered by the intensity range of input image. However, when comparing deblurring results using a gamma curve, our result is still better with less ringing artifacts. As discussed earlier, the goal of this paper is to provide a method to handle nonlinear CRF in deblurring problem when the ground truth CRF is not accessible. In some cases, even an incorrectly estimated CRF may produce better deblurring results than not performing linearization at all.

The blur inconsistency analysis in Section III assumes a convex CRF. In practice, there are camera models where the CRF is non-convex in shape especially for the blue channel. We tested our algorithms for non-convex CRF using synthetic examples. However, we found that our estimated CRFs for unknown PSF are not as accurate as the convex cases. One possible explanation is that the non-convex CRFs deviate enough from the mean CRF to cause the nonlinear least-squares fitting in the rank minimization to converge to an incorrect local minima.

We have also tested our algorithms for highly textured images where straight-line edges are very limited. Both algorithms failed since the edge detection algorithm fail to detect straight-line edges. We consider this is a fundamental limitation to our algorithms.

VIII. CONCLUSION

This paper offers two contributions targeting image deblurring in the face of nonlinear CRFs. First, we have presented an analysis on the role that nonlinear CRFs play in image deblurring. We prove that the blur inconsistency introduced by nonlinear CRF can cause notable ringing artifacts in the deconvolution process which cannot be completely ameliorated by image regularization. Such blur inconsistency is spatially varying and it depends on edge sharpness, edge intensity range, and image brightness. We have also demonstrated how the nonlinear CRF adversely affects PSF estimation for several state-of-the-art techniques.

In Section V, we prove how the shape of edge projections resemble the cumulative distribution function of 1D PSFs for linear CRFs. This theorem was used to formulate two CRF estimation strategies for when the motion blur PSF kernel is known or not known. In the latter case, we show how rank minimization can be used to provide a robust estimation. We do note that our approach is sensitive to the quality of the selected blur profiles. The requirement of straight line sharp edges also places a limitation to our current solution. To this end, we have also provided a multiple image solution in case a motion blurred image does not contains sufficient edge profiles for CRF estimation.

Experimental results in real examples demonstrated the importance of intensity linearization in the context of image deblurring. In addition, we have analyzed the effectiveness of gamma curve correction which is commonly used in previous deblurring algorithms [14], [50]. The shape of gamma curve with $\gamma = 2.2$ is close to the inverse of mean CRFs. Therefore, in most cases, gamma curve correction is more effective than linear CRFs. However, when compared to the results with our estimated CRF corrections, gamma curve correction is still insufficient especially when the CRF is largely deviate from the mean CRFs.
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