MITSUBISHI ELECTRIC RESEARCH LABORATORIES
http://www.merl.com

Sensor Placement Tool for Rapid
Development of Video Sensor Layouts

Garaas, T.W.

TR2011-020 April 2011

Abstract

The arrangement of video sensors in closed-circuit television (CCTV) systems, for instance can
have drastic effects on the efficiency and cost of the final system. In the present work, I describe a
tool designed for rapid construction of simulated video sensor layouts that allows quantification
of sensor coverage and cost estimation to be determined prior to installation; thus, avoiding
costly changes during or after the installation. Most previous work in this area either considers
sensor coverage only in a 2D space or requires significant preparation to achieve accurate results
in 3D. In the present work, I describe an implementation of a novel coverage-analysis algorithm
that uses the geometry of image formation to cast rays from simulated video sensors through the
monitored area to estimate sensor coverage at every 3D location. Visualization techniques of the
acquired sensor coverage data are additionally presented.
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monitoring, visibility analysis, ray casting — these factors can become critical in controlloogt and
ensuring the effectiveness of the CCTV system. For
Abstract instance, issues such as spatial resolution andilang

The arrangement of video sensors — in closed-cl:ircuicoverage of certain 3D locations can mean the raifiee
television (CCTV) systems, for instance — can hdmastic  petween successful deployment of a face-recognition
effects on the efficiency and cost of the finalteys. Inthe  5igorithm, and egregious overlap in sensor coverzaye

present work, | describe a tool designed for rapiqncrease system cost dramatically.

construction of simulated video sensor layouts tikiws

guantification of sensor coverage and cost estonaid be  1.1. Previous Work

determined prior to installation; thus, avoiding sttp Research related to coverage analysis has roos in

changes during or after the installation. Moswjmes work  computational geometry problem commonly referrechso
in this area either considers sensor coverage iongy 2D  the art gallery problem. In the art gallery problem, the goal
space or requires significant preparation to aghmscurate is to place a minimum number of guards such tHawvall-
results in 3D. In the present work, | describe anpositions are observable by at least one guardDdeeurke
implementation of a novel coverage-analysis alparithat  (1987) for a review.

uses the geometry of image formation to cast ragm f

simulated video sensors through the monitored dcea ~ Most of the research regarding the art gallery temob
estimate sensor coverage at every 3D location@nd its variants has ignored certain, significagsl-world

Visualization techniques of the acquired sensorecaye constraints inherent in the placement of video @ens As
data are additionally presented. such, some researchers have extended the art ygaller

problem to include such considerations as limitiedd fof
1. INTRODUCTION view, visibility, and spatial resolution. Erdemda8carloff

The use of closed-circuit television (CCTV) systems  (2004) present an algorithm for the placement afistand
which | focus in the current work, has seen a rdmmdease active video sensors that incorporates such corsides.
in the past decade. For instance, an estimateanilian

CCTV cameras are deployed in the UK alone as 0o#200
coverage and placement has focused on 2D spaags (e.

(McCahill et al. 2004). Aside from the privacy and d q off _ b d Ki
effectiveness conversations that are now in thdighbdue Erdem and Scarloff, 200_4’ Yabuta an Kltaz_awa, 2008
some have recently considered the problem in 3Respa

to the massive deployment of CCTV systems in public | q i for olaci
spaces, novel research regarding sensor placemeMurray et al. (2007) describe a process for plasegsors

networking, and event detection are rapidly becgnmrore V:]h"e conS|dder|ng OCCIUS'?” m35| butlbas_ehtheagévon
commonplace. the assumed existence of a visibility algorithmecBer et

al. (2009) describe a method for placing cameraa BD

When designing a CCTV system, or indeed any vide@nvironment based on the visibility of individuaD3
sensor layout, many factors need to be considefsithe locations. However, this work does not considee th

monitoring region expands to cover greater andtgremea quantification of visibility, but treats coveragef ¢he

While the large majority of work related to videensor



locations binarily as either visible or not visibléFinally,
van den Hengel (2009) present a method for placewien
video sensors in a 3D environment based on thbiMgiof
‘marker locations’ that meet a minimum criterione-g.,
number of pixels that observe the marker. Thiskwalso
does not describe quantitative coverage analysaside
from the definition of a minimum criterion and,
furthermore,
with meta-data, which appears to be a slow process.

Perhaps the previous work most closely relatech#o t
present work, is a commercial product known as v@i&D
(http://www.cctvcad.com), which includes
functionalities to aid in the creation of CCTV ssis.
However, while VideoCAD does provide an interface f
designing CCTV layouts, it does not allow quaniiiat
analysis of sensor coverage.

1.2. Overview

In the present work, | descrilfensor Placement Tool
(SPtool, a non-commercial, internal tool used bysMtishi
Electric), which facilitates rapid construction @D
environments and effective video sensor layouts. start,
users construct a 3D representation of the enviemirthey

wish to monitor by adding and manipulating 3D madel

using GUI controls common in 3D modeling and CAD 2.1.
Since 3D modeling software has become Previous approaches to computing coverage by afset

software.

the 3D model must be manually anedtat |
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many Figurel. lllustration of the SPtool GUI and the componehtst

comprise it. Component 1 is the primary view wiwd@here users
interact with the environment and video sensorsmg@onent 2 provides
a virtual view from sensors within the environmehtnally, component
3 is a properties grid, where users can custorhez@arameters of
selected 3D models, selected video sensors, emé@onhparameters, or
the sensor coverage analysis and visualization.

2. CONSTRUCTING THE SENSOR LAYOUT

Following construction of the environment, useracpl
and orient video sensors in the environment usinple
GUI operations. Parameters of the camera(s) (semsor
width or image dimensions) and lens (e.g., focaglbs) are
manipulated using the properties grid.

Coverage Computation

commonplace through products such as Google Sketchuvideo sensors have largely computed coverage as the
Blender, and 3DS Max among many others, detailpercentage of a 2D floorplan observed by one oremor

regarding the construction of 3D environments aretted
here. Figure 1 illustrates the standard layout &idi

sensors. This can lead to drastic errors betwden t
computed coverage and the intuitive sense of cgeedue

components of SPtool as well as a sample environmeito such considerations as partial occlusions (eupicles)

constructed with the software.

or monitoring height (e.g., it may be critical thihé sensors
selectively observe the faces of people in the ol

Once constructed, users add and orient virtualovidearea). As such, | have developed a method to cteviD

sensors within the 3D environment.
visualization of the sensor coverage — a measutiedting

how much or how well the environment is observedhsy
sensor(s) — is automatically performed to aid usaers
determining the most effective sensor layout.

In the following section, | describe the coveragemlgsis
and visualization algorithms implemented in SPtamid in
Section 3, | provide a discussion of SPtool andepil
extensions for making the techniques discussed imeme
applicable to sensor placement tasks in general.

Analysis andsensor

coverage that automatically handles such
considerations, which | briefly describe in theldaling

paragraphs.

Figure 2 illustrates the rough steps of the alpariused
in the present work to compute sensor coveragee first
step in coverage analysis, is to compute a boungixghat
entirely encloses the target environment (Figure 2a
environment geometry is omitted for clarity). Tth@unding
box is then divided into a regular grid of voxeisgure 2b;
voxel sizes are exaggerated for clarity), whichrestoaw
sensor coverage data for computing quantitativesorea of



sensor coverage. In order to determine the raa starred
in the voxel, | employ a straightforward ray-cagtin
algorithm based on the geometry of image formation.

As is done with traditional ray-casting rendering
techniques, a single ray is projected (Figure fm),each
pixel, from the focus of the sensor, through the
environment, to the point where it either interseat object
in the environment or exits the bounding box. hé tray
were part of a rendering algorithm, it would penfor
scattering and integration of light to determinetegixel’s
final color value. However, it is only necessargré to
determine which voxels it traverses (Figure 2dpbetkither
intersecting an object or exiting the environmeritlany
algorithms exist for tracing a ray through a regyla
sampled volume (e.g., Cleary and Wyvill 1988). i&en
side effect of using this algorithm for computingverage,
is that occlusions are implicitly handled, as citntting
rays are eliminated as they come into contact alifects in
the environment.

2.2. Coverage Visualization

Raw coverage data stored in each voxel are thethtose
compute a coverage measure indicating how welvthe!
is covered by the sensors in the layout. In palgic SPtool

includes three such measures described individbaligw.

Spatial Resolution — number of rays intersecting a
voxel; analogous to the number of pixels that oleser
the voxel.

Camera Count — number of cameras that have at least
one pixel observing the voxel.

Angular Coverage — range of angles from which the
voxel is observed; see Huang and Tseng (2003) for
related work.

Once the coverage has been quantized into oneesé th
measures, it can be mapped into a normalized vhjue

having the user supply the minimum and maximum

acceptable coverage (i.e., values normalized taahge [O-

1] using this min and max are considered acceptable

coverage). To indicate the level of coverage ® uker, |
employ two general techniques. In the simpleshrigpie,
voxels within the acceptable range are renderedeas-
transparent, color-mapped boxes, which | will re€eas the
volumetric  visualization. An alternative, projective
visualization technique involves creatirey coverage

______

_______________

Figure 3. Sequence of steps comprising coverage analy§iPiool. (a)
A bounding box of environment, which contains agk@nvideo sensor, is
computed first. (b) The bounding box is dividetbia regular grid of
voxels, which store the raw coverage data. (al)s from video
sensors are traversed through the voxels, conimifptt data stored in
each voxel they intersect.

overlay, where the color that is mapped to the layeat
each individual pixel indicates the level of covgraalong
that pixel’s line of sight.

Each of these Vvisualizations has strengths and
weaknesses when conveying sensor coverage to #re us
The volumetric visualization conveys sensor coverag
individual voxels within the environment.  Gerlgrathe
user can manipulate the view to determine the |efel
coverage for all 3D locations; however, this candodte
time consuming and often, this level of detail & needed.

In contrast, the projective visualization combindse
coverage from multiple voxels along a single lifissight to
create a synthetic overlay. This visualization barused to
confer a simple, high-level overview of the levef o
coverage achieved over a large area, and is bedtwisen
viewing the environment from afar — particularlyefid for
orthographic projections of the environment.

DISCUSSION

SPtool provides a useful interface for accompligtone
primary task, quickly developing effective videonser
layouts for a target environment. A user familigith
SPtool can build a moderately complex environmeamt a
video sensor layout and estimate its effectiven@ss
coverage of monitored areas) and cost in well under



Figure 3. Examples of 3D environments and sensor coveragguped in SPtool. a-d) Volumetric visualizatiorcofrerage. e-h) Projective
visualization of coverage. Panelandg illustrate ‘holes’ in the coverage, where coverdges not meet the minimum coverage level set &yiter.

hour. Increases in the required level of accuraoyg
environment detail will, of course, affect develapmtime.

In general, though, the techniques described &reraot
limited to surveillance networks alone or to
implementation described here. For instance, erithm
for determining sensor coverage presented hemgpiscable
to any sensor that can have its sensing elemeassmably
extended into space. For instance, SPtool hagiaaaly
been used for creating LIDAR sensor layouts in taidlito
traditional video sensor layouts, and may be apple to
pervasive sensors, such as passive infrared sensors
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