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Abstract

We investigate non-coherent multi-input multi-output (MIMO) signal processing which requires no channel state information (CSI) at either the transmitter or the receiver. With non-coherent codes on Grassmann manifold, a receiver employing generalized likelihood ratio test (GLRT) algorithm offers the maximum-likelihood performance even without CSI. However, the conventional GLRT suffers from a severe performance degradation when the channel changes fast within a coding block duration. We propose an improved GLRT algorithm referred to as high-order super-block techniques. The super-block scheme makes effective use of correlated channels for adjacent blocks in slow fading, whereas the high-order scheme can overcome the channel fluctuation during a block in fast fading. We demonstrate that the proposed scheme significantly improves performance for MIMO-OFDM with non-coherent Grassmann space-frequency block codes (SFBC).
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Abstract—We investigate non–coherent multi–input multi–output (MIMO) signal processing which requires no channel state information (CSI) at either the transmitter or the receiver. Without non–coherent codes on Grassmann manifold, a receiver employing generalized likelihood ratio test (GLRT) algorithm offers the maximum–likelihood performance even without CSI. However, the conventional GLRT suffers from a severe performance degradation when the channel changes fast within a coding block duration. We propose an improved GLRT algorithm referred to as high–order super–block techniques. The super–block scheme makes effective use of correlated channels for adjacent blocks in slow fading, whereas the high–order scheme can overcome the channel fluctuation during a block in fast fading. We demonstrate that the proposed scheme significantly improves performance for MIMO–OFDM with non–coherent Grassmann space–frequency block codes (SFBC).

I. INTRODUCTION

A large number of studies in the past dozen years have proven that the use of multiple antennas at both transmitter and receiver, the technique of which is known as multi–input multi–output (MIMO) systems, can dramatically increase data throughput. In rich–scattering channel environments, the link capacity increases linearly with \( \min(M, N) \) \([1,2]\), where \( M \) and \( N \) denote the number of transmitting antennas and that of receiving antennas, respectively. However, an accurate channel state information (CSI) is required for achieving such capacity gains.

Without CSI, we require non–coherent communications. Some information–theoretical works \([3,4]\) have verified that the non–coherent channel capacity becomes a function of \( M'(1 - M'/L) \) in high signal–to–noise ratio (SNR) regimes, where \( M' = \min(M, N, \lfloor L/2 \rfloor) \) and \( L \) denotes the length of non–coherent codes with \( \lfloor x \rfloor \) being the floor function. Those theoretical studies have motivated several works on signal design of non–coherent codes, which include unitary space–time constellations \([5–7]\), exponential mapping Grassmann codes \([8,9]\), non–parametric Grassmann codes \([10,11]\), and differential space–time modulations \([12,13]\).

Marzetta and Hochwald showed in \([3]\) that unitary space–time codes asymptotically achieve the non–coherent channel capacity for high SNRs. For such codes, the optimal performance of maximum–likelihood decoding can be offered by a generalized likelihood ratio test (GLRT) \([14]\) even without CSI. The key idea behind the GLRT receiver lies in the fact that it employs implicit channel estimation for each codeword of the non–coherent codes at the time of decoding. However, the performance of the conventional GLRT receiver seriously degrades when the channel coherence length (in time or frequency domain) is shorter than the length of non–coherent codes \( L \). To prevent such a performance degradation, the code length should be reasonably short in practice. Shorter space–time codes in turn decrease the capacity gains of \( M'(1 - M'/L) \). In this paper, we propose an improved GLRT receiver in order to deal with the above–mentioned tradeoff between performance and the code length for any arbitrary channel coherence length.

The proposed GLRT incorporates two novel ideas; i) super–block scheme, which can improve performance for short code lengths in slow fading channels by considering consecutive coded blocks as one extended coding block, and ii) high–order scheme, which can overcome the performance degradation in rapidly varying fading channels over a code block duration by adopting high–order least–squares (LS) regressions. For the super–block GLRT, we further propose an improved decoding algorithm referred to as sequential decision which is based on the Viterbi algorithm to efficiently decode consecutive space–time block codes. In this paper, we demonstrate that our proposed scheme offers a significant improvement in error rate performance for non–coherent MIMO–OFDM systems.

Notations: Throughout the paper, we describe matrices and vectors by bold–face italic letters in capital cases and small cases, respectively. Let \( \mathbf{X} \in \mathbb{C}^{m \times n} \) be a complex–valued \((m \times n)\)–dimensional matrix, where \( \mathbb{C} \) denotes the complex field. The notations \( \mathbf{X}^*, \mathbf{X}^T, \mathbf{X}^\dagger, \mathbf{X}^{-1}, \text{tr}[\mathbf{X}] \) and \( \| \mathbf{X} \| \) represent the complex conjugate, the transpose, the Hermite transpose, the inverse, the trace and the Frobenius norm of \( \mathbf{X} \), respectively. The operator vec[·] denotes the vector–operation which stacks all columns of a matrix into a single column vector in a left–to–right fashion, and the operator \( \otimes \) stands for the Kronecker product of two matrices. The set of real numbers is denoted by \( \mathbb{R} \), and \( \mathbf{I}_m \in \mathbb{R}^{m \times m} \) denotes an \( m \)–dimensional identity matrix.

II. NON–COHERENT MIMO SIGNAL PROCESSING

A. Non–Coherent MIMO–OFDM Systems

We consider \( M \times N \) MIMO–OFDM systems in which \( M \) transmitting antennas and \( N \) receiving antennas are used.
We focus on non–coherent communications where both the transmitter and the receiver do not have any CSI. The use of non–coherent codes [5–13] enables us to communicate efficiently without pilot or training sequences for channel estimations.

Let \( x_n \in \mathbb{C}^{M \times 1} \) be the signal vector transmitted from \( M \) antennas at the \( n \)-th subcarrier. We assume \( L \)-symbol block of one codeword. Each block consists of \( X = [x_1, x_2, \ldots, x_L] \in \mathbb{C}^{L \times M} \), where \( X = \{X_1, X_2, \ldots, X_Q\} \) denotes a non–coherent space–frequency codebook with \( Q \) distinct codewords. The mean energy of the codeword per transmit antenna is normalized, namely \( (1/QM) \sum_{q=1}^{Q} \|X_q\|^2 = 1 \).

Over MIMO channels, the received signal is written as

\[
y_n = H_n x_n + w_n, \tag{1}
\]

where \( y_n \in \mathbb{C}^{N \times 1} \), \( H_n \in \mathbb{C}^{N \times M} \) and \( w_n \in \mathbb{C}^{N \times 1} \) denote the received signals vector, the (frequency–domain) MIMO channel matrix and the additive noise, respectively, at the \( n \)-th subcarrier. In order to describe the conventional GLRT receiver [14], we first assume that the MIMO channel matrix remains constant such that \( H_n = H \) during a single block for \( n = 1, 2, \ldots, L \) (this assumption will be relaxed later when we introduce a high–order scheme to deal with channel fluctuations over a block length). This assumption of block fading channels simplifies the expression of the received signal into a matrix form as follows:

\[
Y = HX + W, \tag{2}
\]

where \( Y \) and \( W \) denote the received signals and the additive noise signals over the code block:

\[
Y = [y_1, y_2, \ldots, y_L] \in \mathbb{C}^{N \times L}, \tag{3}
\]

\[
W = [w_1, w_2, \ldots, w_L] \in \mathbb{C}^{N \times L}. \tag{4}
\]

We suppose that the noise is white Gaussian random variables: \( \mathbb{E}[\text{vec}(W)\text{vec}(W^\dagger)] = \sigma^2 I_{NL} \). Note that it is straightforward to consider a colored noise as discussed in [11].

**B. Generalized Likelihood Ratio Test (GLRT) Receiver**

The conditional probability of \( Y \) given \( X \) and \( H \) is known as the likelihood which is expressed as

\[
\Pr(Y \mid X, H) = \frac{1}{(\pi\sigma^2)^{NL}} \exp\left( -\frac{1}{2\sigma^2} \|Y - HX\|^2 \right). \tag{5}
\]

Without CSI, the GLRT receiver [14] searches for the best estimate \( \hat{X} \) from the codebook \( X \) in favor of maximizing the likelihood, or equivalently minimizing the squared distance metric as follows:

\[
\hat{X} = \arg \min_{X \in \mathbb{N}} \|Y - HX\|^2. \tag{6}
\]

Note that since \( H \) is not known at the receiver, the GLRT uses the best channel matrix over all the possible realizations for each codewords.

Since we have

\[
\frac{\partial}{\partial H} \|Y - HX\|^2 = -(Y - HX)^\dagger, \tag{7}
\]

the channel candidate \( \hat{H} = YX^\dagger(XX^\dagger)^{-1} \) can maximize the likelihood, where we assume \( XX^\dagger \) is invertible. This is equivalent to the well–known least–squares (LS) channel estimation given a codeword candidate \( X \). Substituting \( \hat{H} \) for \( H \) in (5) yields

\[
\hat{X} = \arg \min_{X \in \mathbb{N}} \|Y - (IL - X^\dagger(XX^\dagger)^{-1}X)^\dagger \|_P^2. \tag{8}
\]

If every codeword is orthonormal such that \( X_qX^\dagger_q = I_M \) for any \( q = 1, 2, \ldots, Q \), the GLRT metric can be further simplified to max \( \|YX^\dagger\|^2 \).

Here, a matrix \( P \in \mathbb{P} \subset \mathbb{C}^{L \times L} \) denotes an idempotent projector onto the orthogonal complement of a codeword \( X \); i.e., \( XP = 0 \) and \( PP = P \). The set \( \mathbb{P} = \{P_1, P_2, \ldots, P_Q\} \) is a projector bank, whose \( q \)-th member is defined as \( P_q = I_L - X^\dagger_q(X_qX^\dagger_q)^{-1}X_q \), for the codebook \( X \). It should be noted that the minimum size of the possible projector matrix \( P \) such that \( XP = 0 \) can be \( L \times (L - M) \) because the orthogonal complement of \( X \) is of size \( L \times (L - M) \). More importantly, a codebook \( X \), the projector bank \( \mathbb{P} \) is determined in advance.

**C. Non–Coherent Grassmann Codes**

A number of non–coherent codes have been reported, e.g., unitary space–time codes [5–13], Grassmann codes with exponential mapping [8, 9], Grassmann packing codes with numerical optimization [10, 11], and differential modulations [12]. Here, we describe a non–coherent Grassmann code based on the exponential mapping design presented in [8, 9]. The exponential mapping technique enables us to design a good non–coherent codes from coherent codes in a straightforward manner while the full–rate and full–diversity gains hold.

Grassmann codes parameterized by the exponential mapping technique are written as

\[
X = [I_M \ 0_{M \times (L-M)}] \exp\left( \theta \begin{bmatrix} 0_M & B \\ -B^\dagger & 0_{L-M} \end{bmatrix} \right), \tag{9}
\]

The matrix \( B \in \mathbb{C}^{M \times (L-M)} \) denotes a full–rate full–diversity coherent space–time block code. Let \( B = UV^\dagger \) be the singular value decomposition (SVD) where \( U \in \mathbb{C}^{M \times M} \) and \( V \in \mathbb{C}^{(L-M) \times (L-M)} \) are unitary matrices and \( A \in \mathbb{C}^{(L-M) \times (L-M)} \) is a diagonal matrix. The cosine–sine decomposition yields

\[
X = [U \cos(\alpha)U^\dagger \ U \sin(\alpha)V^\dagger], \tag{10}
\]

where \( \alpha \) is a parameter which controls the codeword distance. Such a codeword always satisfies the orthonormal condition, \( XX^\dagger = I_M \), for any arbitrary \( \alpha \) and \( B \).

For \( M = 2 \) and \( L = 4 \), one choice of the coherent coding matrix \( B \) suggested in [8, 9] is

\[
B = \frac{1}{\sqrt{2}} \begin{bmatrix} s_1 + \phi s_2 & \vartheta(s_3 + \phi s_4) \\ \vartheta(s_3 - \phi s_4) & s_1 - \phi s_2 \end{bmatrix}, \tag{11}
\]

where \( \vartheta \) is a parameter which determines the angle between \( \alpha \) and \( B \). The choice of \( \vartheta \) is determined as follows:

\[
\vartheta = \arctan\left( \frac{s_3 + \phi s_4}{s_3 - \phi s_4} \right), \tag{12}
\]

where \( s_1, s_2, s_3, s_4 \) are real numbers.
where \( \hat{\varphi}^2 = \varphi = \exp(j\pi/4) \). The optimal \( \alpha \), in this case, is approximately 0.566. Each \( s_i \) is drawn from 4QAM constellations for a spectral efficiency of 2bps per channel use. In [8,9], it has been shown that this Grassmann code offers the maximum degrees of freedom (multiplexing gain) for non-coherent communications. However, it is not obvious whether such a coherent coding matrix \( B \) with the parameters \( \varphi \) and \( \hat{\varphi} \) provides the best sphere packing performance over the Grassmann manifold. We will later present better Grassmann codes with parameters optimized by a gradient method.

III. HIGH–ORDER SUPER–BLOCK GLRT

A. Super–Block GLRT

The length of the non–coherent codes \( L \) should be shorter than the coherence bandwidth in principle. However, shorter space–frequency codes have a poor performance with the conventional GLRT receiver. It is because the accuracy of the LS channel regressions decreases linearly with the code length \( L \). Even for highly selective fading channels (in frequency–domain for SFBC), the channel matrix has a high correlation for adjacent blocks in general. It suggests that we can enjoy a performance gain through the use of channel correlations when we increase the effective block length by coupling multiple blocks at receivers.

We propose super–block GLRT receiver, which jointly estimates \( K \) adjacent blocks. Let \( X_k \) and \( Y_k \) be the transmission block and the received block at the \( k \)-th block for \( k \in \{1,2,\ldots,K\} \). When we write a super–block received signal and a super–block transmitted signal as

\[
\begin{align*}
Y' &= [Y_1, Y_2, \ldots, Y_K] \in \mathbb{C}^{N \times LK}, \\
X' &= [X_1, X_2, \ldots, X_K] \in \mathbb{C}^{M \times LK},
\end{align*}
\]

we can use the GLRT receiver if the channel remains constant over these \( K \) blocks. Here, the signal \( X' \) is a new virtual codebook generated from the original codebook \( X_k \). The corresponding projector matrix \( P' \), as in (7), can be computed in advance such that \( X' P' = 0 \). Note that the computational complexity increases exponentially with the number of blocks, \( K \), because the cardinality of a super–block codebook becomes \( Q' = Q^K \). If we use orthonormal codes, the GLRT metric reduces to \( \max \| \sum_{k=1}^{K} Y_k X_k' \|^2 \).

B. Sequential Decision for Super–Block GLRT

Since the super–block GLRT treats multiple blocks at the same time, some different decision criteria arise as follows. Let \( \mu_j = \| [Y_{j+1}, Y_{j+2}, \ldots, Y_{j+K}] P' \|^2 \) be the metric of the super–block GLRT for \( K \) consecutive blocks from \( X_{j+1} \) to \( X_{j+K} \).

- \textbf{One–time decision}: use only the metric \( \mu_{[k/K]−1} \).
- \textbf{Selective decision}: select the best metric out of the adjacent metrics from \( \mu_{k−K+1} \) to \( \mu_{k+K−1} \).
- \textbf{Combined decision}: use the combined metric which is summed up all the metrics from \( \mu_{k−K+1} \) to \( \mu_{k+K−1} \).
- \textbf{Sequential decision}: select the best metrics all over the blocks by using Viterbi algorithm. The previous \( K − 1 \) blocks are interpreted as trellis states. Along the trellis–state diagram, optimal decision can be obtained. Obviously, sequential decision has the highest complexity while achieving the best performance.

C. High–Order Super–Block GLRT

The GLRT receiver in principle requires an assumption that the channel remains static during a super block (or, consecutive \( LK \) symbols). Hence, a channel fluctuation during a super block may incur a severe performance degradation. Here, we propose an improved GLRT which uses high–order LS channel estimation [15] in order to overcome the channel variation during the block. Let us use the \( D \)-th order polynomial curves to fit the channel fluctuation for high–order LS regressions. The channel matrix at the \( n \)-th subcarrier is then modeled as follows:

\[
H_n = \sum_{d=0}^{D} H^{[d]} n^d = \mathcal{H} D_n, \tag{12}
\]

where

\[
\mathcal{H} = [H^{[0]}, H^{[1]}, \ldots, H^{[D]}] \in \mathbb{C}^{N \times M(D+1)}, \tag{13}
\]

\[
D_n = [n^0 I_M, n^1 I_M, \ldots, n^D I_M]^T \in \mathbb{R}^{M(D+1) \times M}. \tag{14}
\]

The matrix \( H^{[d]} \) denotes the channel matrix at the \( d \)-th order term of the polynomial for \( d \in \{0,1,\ldots,D\} \). This model enables us to adopt the GLRT receiver even when \( H_n \) is changing in the frequency domain because the expanded channel matrix \( \mathcal{H} \) remains static.

The received signal can be rewritten as

\[
W = Y' \mathcal{H} \Gamma + W, \tag{15}
\]

where \( \mathcal{D} \) is the (deterministic) order expansion matrix and \( \Gamma \) is the diagonally aligned version of the transmitted signal matrix \( X \), each of which is defined as

\[
\mathcal{D} = [D_1, D_2, \ldots, D_{LK}] \in \mathbb{R}^{M(D+1) \times MLK}, \tag{16}
\]

\[
\Gamma = \begin{bmatrix} x_1 \\ x_2 \\ \vdots \\ x_{LK} \end{bmatrix} \in \mathbb{C}^{MLK \times LK}. \tag{17}
\]

By considering \( X' = \mathcal{D} \Gamma \in \mathbb{C}^{M(D+1) \times LK} \) as a new virtual codeword, the associated projector matrix becomes

\[
P' = I_{LK} - \Gamma^\dagger \mathcal{D} \Gamma (\mathcal{D} \Gamma \Gamma^\dagger \mathcal{D})^{-1} \Gamma \Gamma^\dagger \mathcal{D}^\dagger \mathcal{D} \in \mathbb{C}^{LK \times LK}, \tag{18}
\]

which can be computed in advance for any \( D \) and for all codewords.

It should be noted that the computational complexity of the high–order GLRT is independent of the order \( D \) because the size of predetermined projector matrix \( P' \) does not increase. There is a constraint on the maximum available order \( D \); more specifically, \( M(D+1) < LK \) must be fulfilled because \( M(D+1) > LK \) results in rank deficiency of the term \( \mathcal{D} \Gamma \Gamma^\dagger \mathcal{D}^\dagger \). This drawback can be dealt with by increasing the
super-block length $K$. Obviously, higher-order modelling is advantageous only if the channel response frequently changes during a super block.

IV. CODEBOOK OPTIMIZATION OF NON-COHERENT GRASSMANN CODES

In this section, we optimize non-coherent codes numerically in a similar way of [11]. The optimization of non-coherent codes is done by sphere packing on the Grassmann manifold. For numerical Grassmann packing, we adopt the gradient method to minimize the pairwise error probability between two codewords in high SNR regimes.

A. Design Criterion: Pairwise Error Probability

As shown in [11], we can write the pairwise error probability (between the correct codeword $\mathbf{X}_i$ and the wrong codeword $\mathbf{X}_j$) given a channel matrix $\mathbf{H}$ as

$$
\Pr(\mathbf{X}_i \rightarrow \mathbf{X}_j | \mathbf{H}) = \Pr(\|\mathbf{YP}_j\|^2 < \|\mathbf{YP}_i\|^2 | \mathbf{H}) 
\simeq \Pr(\|\mathbf{HX}_j\mathbf{P}_j\|^2 + 2\Re[\mathbf{H}\mathbf{X}_j\mathbf{P}_j\mathbf{W}^\dagger] < 0 | \mathbf{H})
$$

$$
= \frac{1}{2} \text{erfc}\left(\frac{\|\mathbf{HX}_j\mathbf{P}_j\|^2}{4\sigma^2}\right) \leq \frac{1}{2} \text{erfc}\left(\frac{\|\mathbf{H}\|_2 \lambda_{\text{min}}(\mathbf{X}_j^\dagger\mathbf{P}_j\mathbf{X}_i^\dagger)}{4\sigma^2}\right),
$$

in the high SNR regimes, where $\text{erfc}(\cdot)$ is the complementary error function, and $\lambda_{\text{min}}(\cdot)$ denotes the minimum eigenvalue of a matrix.

Our goal is to design a codebook $\mathbf{X}$ which maximizes $\lambda_{\text{min}}(\mathbf{X}_j^\dagger\mathbf{P}_j\mathbf{X}_i^\dagger)$ for any possible pair $i \neq j$. In [11], a semi-definite programming (SDP) relaxation method is used for optimization with an energy constraint. The codebook obtained by SDP is further refined by a linear programming method. In this paper, we optimize the codebook for the high-order super-block GLRT by the gradient method as this is a lower-complexity approach.

B. Gradient Method

For given $\Omega_{i,j} = \mathbf{X}_j^\dagger\mathbf{P}_j\mathbf{X}_i^\dagger$, the eigenvector $\mathbf{u}_{i,j}$ associated with the minimum eigenvalue, $\lambda_{i,j} = \lambda_{\text{min}}(\Omega_{i,j})$, can yield the gradient in terms of $\mathbf{X}_m$ as follows

$$
\nabla_{\lambda_{i,j}} = \frac{\partial \lambda_{i,j}}{\partial \mathbf{X}_m^\dagger} = \frac{\partial}{\partial \mathbf{X}_m^\dagger} \mathbf{u}_{i,j}^\dagger \Omega_{i,j} \mathbf{u}_{i,j}
$$

$$
= \mathbf{u}_{i,j}^\dagger \mathbf{X}_j^\dagger \mathbf{P}_j \mathbf{X}_i^\dagger \delta_{i,m}
$$

$$
- (\mathbf{X}_j^\dagger \mathbf{P}_j)_{i,j}^{-1} \mathbf{X}_j^\dagger \mathbf{P}_j \mathbf{X}_i^\dagger \mathbf{u}_{i,j}^\dagger \mathbf{u}_{i,j}^\dagger \mathbf{X}_j^\dagger \mathbf{P}_j \mathbf{X}_i^\dagger \delta_{i,m}. \quad (19)
$$

Here, $\delta_{i,j} = 1$ if $i = j$, otherwise $\delta_{i,j} = 0$. The codebook design using the gradient method is described below:

1. Generate random codewords $\mathbf{X}_m$ such that $\|\mathbf{X}_m\|^2 = M$
2. Compute $\Omega_{i,j}$ to get minimum eigenvalue $\lambda_{i,j} = \lambda_{\text{min}}(\Omega_{i,j})$ for all pairs $i \neq j$
3. Search for the worst pair which has the minimum $\lambda_{i,j}$
4. Compute the eigenvalue $\mathbf{u}_{i,j}$ for the worst pair $(i,j)$
5. Calculate the gradient $\nabla_{\lambda_{i,j}}$ for the pair $m \in \{i,j\}$

6: Update codewords as $\mathbf{X}_m \leftarrow \mathbf{X}_m + \beta \nabla_{\lambda_{i,j}}$, where $\beta \in \mathbb{R}$ is a stepsize factor which is optimized by line searching to maximize $\lambda_{i,j}$
7: Normalize the energy such that $\|\mathbf{X}_m\|^2 = M$
8: Repeat from 2 until $\lambda_{i,j}$ sufficiently converges

Using multiple initial codewords or small perturbations of optimized codebook, the gradient method yields well-designed codebook. It is also straightforward to adopt this design method for the high-order super-block GLRT because we have $\partial \mathbf{X}_m^\dagger = \mathbb{D} \partial \Gamma_m$.

C. Optimization for Exponential Mapping Grassmann Codes

The numerical optimization method was originally used for non-parametric code design in [11]. It is also applicable to the design of parametric non-coherent codes. As an example to show the gains achieved by our optimization method, an improved version of the exponential mapping Grassmann codes is presented here. The conventional Grassmann codes with exponential mapping uses the fixed parameters $\vartheta$ and $\phi$ in (9). We optimize those parameters by the gradient method with a slight modification as

$$
\frac{\partial \lambda_{i,j}}{\partial \gamma} = \sum_{m=1}^{Q} \text{tr} \left( \frac{\partial \mathbf{X}_m^\dagger}{\partial \gamma} \nabla_{\lambda_{i,j}} \right), \quad (20)
$$

where $\gamma \in \{\alpha, \vartheta, \phi\}$ is a parameter to be optimized.

In Fig. 1, we plot the symbol error rate (SER) performance to compare between the conventional Grassmann codes and the improved Grassmann codes with the optimized parameters, for $M = 2, N = 2$ and $L = 4$ over frequency-flat fading channels. One can see from this figure that our design
optimization method offers approximately 3.0 dB and 2.0 dB gains for $Q = 16$ and $Q = 256$ cardinalities at an SER of $10^{-5}$.

V. PERFORMANCE EVALUATION

Now, we show the performance advantage of our proposed GLRT over the conventional GLRT through computer simulations. Fig. 2 shows an overview of the high–order GLRT algorithm for non–coherent MIMO–OFDM systems. We use $L = 8$ symbols for non–coherent Grassmann codes with a cardinality of $Q = 4$. The transmitter uses $M = 2$ antennas and the receiver uses $N = 2$ antennas. We assume that the channel is frequency–selective Rayleigh fading with an equal–gain power delay profile. The number of subcarriers is 128 so that 16 SFBC blocks are multiplexed over frequency domain via OFDM one symbol. For super–block GLRT, we choose $K = 2$ blocks. For high–order GLRT, the polynomial order is set to be $D \in \{0, 1, 2, 3, 4\}$. The virtual codebook and the projector bank are predetermined by the original codebook.

Figs. 3, 4 and 5 show SER as a function of average SNR for 2–path, 8–path and 16–path fading, respectively as a low–, moderate–, and high–selective channels. The channel correlation factors between adjacent SFBC blocks are 0.98, 0.64 and 0.00 respectively for 2–path, 8–path and 16–path channel conditions. For 2–path channels in Fig. 3, there is a small fluctuation of channel coefficients over subcarriers, that makes the 0–th order super–block GLRT offer the best performance. We can observe more than 3 dB gains at a SER of $10^{-4}$ when the sequential super–block GLRT is employed. It is because the high channel correlation between neighboring SFBC blocks can be fully exploited by longer effective code lengths. Hence, further improvement can be expected by using larger $K$ with a cost of computational complexity. The selective decision has 1 dB inferior performance over the sequential decision, while it still offers better performance than the conventional GLRT by 2 dB. For such a low selective fading, high–order GLRT is of no use because higher–order LS regressions more consume the degrees of freedom for curve fitting (i.e., over–fitting loss).

For 8–path fading channels in Fig. 4, the conventional GLRT (0–th order) has a poor performance which saturates to a SER of $10^{-3}$ even in the high SNR regimes because the channel frequently changes during one SFBC block due to the low channel correlation of 0.68. It is seen that the 1–st order GLRT has a significant performance improvement in particular for high SNRs. It is remarkable that the computational complexity of higher–order GLRT is exactly same as that of the conventional GLRT. The 2–nd order GLRT degrades its performance gain because the channel selectivity is not so severe. The 2–nd order super–block GLRT (employing the sequential decision) provides additional 4 dB gains at a SER of $10^{-4}$ from the 1–st order GLRT. The 1–st order super–block GLRT has a saturating performance like the conventional GLRT. It suggests that we need to use appropriate order $D$ and super–block length $K$ according to the channel condition.

For 16–path channels in Fig. 5, the conventional GLRT does not work (SER performance is much higher than $10^{-1}$) because of the highly selective channel over subcarriers (zero channel correlation between adjacent SFBCs). The 4–th order super–block GLRT offers a significant performance improvement over the conventional GLRT receiver. It is surprising that the performance degradation from Fig. 3 can be effectively compensated by high–order super–block GLRT even for the extremely selective 16–path channels which experience zero channel correlation between adjacent SFBC blocks.

Through this section, we demonstrated that our proposed scheme is very advantageous to deal with channel selectivity when we properly choose the order $D$ and the super–block length $K$. It is highly expected that our proposed scheme still performs well for any practical channel models. It remains some future works regarding the adaptive selection of $D$ and $K$ according to the channel conditions.

VI. CONCLUSION

In this paper, we propose an improved GLRT receiver termed high–order super–block GLRT for non–coherent MIMO systems in which CSI is not available at either transmitter or receiver. By introducing the high–order LS regressions, our proposed method can deal with a drawback of the conventional GLRT, more specifically, from a severe performance degradation when the channel changes fast during a non–coherent code block. We demonstrated that the high–order super–block GLRT offers a significant performance improvement over the conventional GLRT in particular for highly selective fading channels. There is no increase in computational complexity for the high–order technique while the super–block technique increases the complexity.

In addition to the algorithm development, we optimize non–coherent Grassmann codes to minimize the pairwise error probability through the use of the gradient method as a practical solution for packing spheres on the Grassmann manifold. We exemplified the advantage of our design method by improving the existing Grassmann codes based on exponential mapping. An adaptive selection of the order and super–block parameters remains a subject of further study.
Fig. 3. SER versus SNR for $2 \times 2$ MIMO–OFDM in frequency–selective 2–path Rayleigh fading (0.98 channel correlation between adjacent SFBCs).

Fig. 4. SER versus SNR for $2 \times 2$ MIMO–OFDM in frequency–selective 8–path Rayleigh fading (0.64 channel correlation between adjacent SFBCs).

Fig. 5. SER versus SNR for $2 \times 2$ MIMO–OFDM in frequency–selective 16–path Rayleigh fading (zero channel correlation between adjacent SFBCs).
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