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Abstract

Depth image-based rendering (DIBR) is generally used to synthesize a virtual view in free view-
point television (FTV) and 3D video. One of the key techniques in DIBR is how to fill the
holes caused by disocclusion regions and wrong depth values. In this paper, we propose a new
hole-filling method using depth-based in-painting. The proposed method is designed by com-
bining the depth-based-hole-filling and in-painting. From the experiments, we confirm that the
proposed hole-filling method provides better rendering quality objectively and subjectively.
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ABSTRACT 
 
Depth image-based rendering (DIBR) is generally used to 
synthesize a virtual view in free viewpoint television (FTV) 
and 3D video. One of the key techniques in DIBR is how to 
fill the holes caused by disocclusion regions and wrong 
depth values. In this paper, we propose a new hole-filling 
method using depth-based in-painting. The proposed 
method is designed by combining the depth-based hole-
filling and the in-painting. From the experiments, we 
confirm that the proposed hole-filling method provides 
better rendering quality objectively and subjectively. 
 
Index Terms— DIBR, View Synthesis, FTV, 3D Video, 
Hole-filling, In-painting 
 

1. INTRODUCTION 
 
Free viewpoint television (FTV) and 3D video provide both 
realistic 3D impression and free view navigation of the 
scene to users and are now considered key technologies that 
could spur a next wave of multimedia experiences such as 
3D cinema, 3D broadcasting, 3D displays, and 3D mobile 
services etc [1]-[3].  

Among the key technical building blocks of the whole 
processing chain that constitutes such systems are coding 
and rendering. The role of efficient coding becomes much 
more important in these 3D systems due to the drastic 
potential increase in the volume of data. Some of the past 
researches and standardization efforts to address this issue 
include MPEG-2 multiview video profile (MVP) [4], 
MPEG-4 multiple auxiliary component (MAC) [5], and 
MPEG/JVT multiview video coding (MVC) [6].  

On the other hand, given the ever increasing diversity 
of forms of 3D services and displays, proper rendering of 
3D views is indispensable that could meet the requirements 
that enable the key features of the application at hand. In 
other words, it becomes necessary to resample the views 

and resize each view depending on the number of views and 
resolutions required by the display, respectively. The case 
when there are more views to be rendered at the display 
than are actually coded such as FTV, the resampling means 
generation of virtual views based upon the actual views. 
The problem of generating an arbitrary view of a 3D scene 
has been heavily addressed in the area of computer graphics.  

Among the techniques for rendering, image-based 
rendering (IBR) techniques [7] have drawn much attention 
lately for rendering real world scenes. These techniques use 
image rather than geometry as primitives for rendering 
virtual views and often are classified into three categories 
depending on how much geometric information is used: 
rendering without geometry, with explicit geometry, and 
with implicit geometry. The 3D warping and layered-depth-
images (LDI) belongs to the second category whereas view 
morphing and view interpolation belong to the third 
category.  

Recently, the moving picture experts group (MPEG) 
has initiated a new exploration experiment (EE) specifically 
targeted towards FTV applications. Whereas the previous 
MPEG/JVT standardization activities for MVC focused on 
improvement of compression efficiency for generic multi-
view coding scenarios, this new EE activities currently 
focus on depth estimation and rendering and  reference 
softwares [8] are released.  

The reference software for rendering exploits an in-
painting technique to fill the holes occurred during view 
synthesis. However, since the existing hole-filling technique 
does not consider the disocclusion property, it wrongly fills 
the holes located on the border between a foreground and a 
background from both a foreground and a background 
neighboring pixels even though it naturally fills the other 
holes. To complement this defect, we propose a new hole-
filling method using depth-based in-painting. The proposed 
hole-filling technique fills the holes only from 
neighborhood located on background by distinguishing the 
foreground and background using depth value.  



2. OVERVIEW OF VIEW SYNTHESIS 
 
The schematic diagram of a typical depth-based view 
synthesis system is shown in Fig. 1. The goal of such a 
system is to synthesize a virtual view from its neighboring 
views using the camera parameters, texture images, and 
depth images.  
 

 
Fig. 1. Depth image-based virtual view synthesis 
 

The three-dimensional image warping (3D warping) is 
a key technique in depth-based view synthesis. In 3D 
warping, pixels in reference image are back-projected to 3D 
spaces, and re-projected onto the target viewpoint as shown 
in Fig. 2. 
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Fig. 2. General concept of 3D warping 
 

Eq. (1) and (2) represent the back-projection and the 
re-projection processes, respectively. 
 

                                                           

refvu
T

refref
T tdvuARzyx += −

,
1 )1,,(),,(             (1) 

                                                             
( ) ( ) },,{,, 1

ver
T

verver
T tzyxRAnml −= −              (2) 

 
where A, R, and t are camera parameters and d represents 
the depth value of a point in the 3D space. The coordinate 
(u, v) located on the reference view is 3D warped to (U, V) 
on the virtual view. The coordinate (l, m, n) in (2) is 

normalized to (l/n, m/n, 1) and then represented as an 
integer-coordinate (U, V) in the virtual view. 

To avoid the errors like black-contours appeared in the 
3D warped image as shown in Fig. 3 (a), the depth image is 
firstly warped and then median filtered to remove the block-
contour errors. Finally, the texture image is synthesized by 
calling the matched texture pixels from the reference view 
as shown in Fig. 3 (c). 
 

 
(a)                              (b)                                 (c) 

Fig. 3. 3D warping without erroneous blanks: (a) 3D warped depth 
image, (b) median filtered depth, (c) 3D warped texture image 

 
The boundary trace-errors around the big holes are 

generally caused by inaccuracy of the camera parameters 
and inaccurate boundary matching between texture images 
and depth images. To remove these visible errors we extend 
the holes boundaries by using image dilation as shown in 
Fig. 4. These extended holes can be filled by the other 3D 
warped view and we can expect more natural synthesized 
view by removing this kind of errors.  

 

 
(a)                                                 (b) 

Fig. 4. Hole extension: (a) before extension (b) after extension 
 

The next step is view blending to combine 3D warped 
views with the virtual view and the simplest way would be 
taking a weighted sum of two images as below: 

 
),()1(),(),( vuIvuIvuI RLV αα −+=           (3) 

 
where IL and IR are the 3D warped reference texture images 
and IV is an image to be blended. Generally, the weighting 
factor α is calculated based on the baseline distance as in (4).  
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where t is a translation vector for each view. The final step 
is the hole-filling for the remaining holes.  



3. PROPOSED HOLE-FILLING METHOD 
 
Even though the view blending efficiently fills up most 
disocclusion regions, some holes still remain. In general, 
these kinds of remaining holes are caused by still remaining 
disocclusion regions and wrong depth values. Disocclusion 
regions are defined as areas that cannot be seen in the 
reference image, but exist in the synthesized one.  

Most of the existing hole-filling methods use image 
interpolation or in-painting techniques and fill up the 
remaining holes using neighboring pixels solely based upon 
geometrical distance. However, observe that it makes more 
sense to fill up the holes using the background pixels rather 
than the foreground ones as the disoccluded area usually 
belongs to the background by definition. Therefore, we 
propose a depth based hole-filling algorithm which prefers 
the background pixels over the foreground ones in addition 
to considering the existing in-painting technique.  

The general in-painting problem is as follow [9]: the 
region to be in-painted Ω and its boundary ∂Ω are defined 
and the pixel p belong to Ω would be in-painted by its 
neighboring region Bε(p) as shown in Fig. 5. 
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Fig. 5 General in-painting circumstance 
 

This concept is quite reasonable for common image in-
painting but it should be changed to be applied to hole-
filling in view synthesis because ∂Ω of a certain hole can be 
located on the both foreground and background. In this case, 
we replace the boundary region bordering on foreground to 
the background region located on the opposite side as 
depicted in (5). That is, we intentionally manipulate the hole 
to have neighborhood only come from background as 
shown in Fig. 6. Now, since the holes only have the 
background pixels the in-painted image is more natural 
compared to the previous result.   
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where fg and bg mean the foreground and background.  

hole 
to be filled

known
neighborhood
Bε(Pfg)

foreground
region

background
region

known
neighborhood
Bε(Pbg)

hole 
to be filled

Replace Bε(Pfg) to Bε(Pbg)

border

hole 
to be filled

known
neighborhood
Bε(Pfg)

foreground
region

background
region

known
neighborhood
Bε(Pbg)

hole 
to be filled

Replace Bε(Pfg) to Bε(Pbg)

border

 
Fig. 6 Manipulation of hole to have neighborhood only come from 
background 
 

To distinguish the foreground with background we use 
a corresponding depth data for blended image. For the 
horizontally opposite two depth pixels on hole, we regard 
the pixel having larger depth value as a foreground. Fig. 7 
shows the procedure of the proposed hole-filling technique 
using depth based in-painting.  

 

  
(a)                                                (b) 

  
(c)                                                (d) 

Fig. 7 In-painting procedure: (a) image with holes, (b) boundary 
region copy from background, (c) proposed depth based in-
painting,  (d) previous in-painting  
 

4. EXPERIMENTAL RESULTS AND ANALYSIS 
 
We have tested the proposed algorithm on test sequences, 
“Breakdancers” and “Ballet” [10]. Among the 8 views, view 
3 and view 5 are selected as reference views and view 4 is 
set as the virtual view. The proposed method is evaluated by 
existing objective evaluation measures, such as PSNR, 
SSIM [11], and VQM [12]. Whereas the larger value means 
the better quality in PSNR, the smaller value means the 
better quality for VQM. In case of SSIM, the closer value to 
1 means the better quality.  

The experimental results for depth based in-painting 
are given in Table 1 and Table 2 and synthesized sample 
images in Fig. 8. The proposed depth-based in-painting 
shows the better results by filling up the remaining holes 



using pixels located in background when the holes border 
on both foreground and background.  
 

Table 1. Experimental results for “Breakdancers” 
Evaluation 
Measures Previous Proposed 

PSNR 31.7300 31.7484 
SSIM 0.8381 0.8384 
VQM 3.9973 3.9852 

 
Table 2. Experimental results for “Ballet” 

Evaluation 
Measures Previous Proposed 

PSNR 31.7773 32.4967 
SSIM 0.8736 0.8740 
VQM 2.6134 2.5131 

 

 

 
Fig. 8 Results of hole-filling: (top) previous in-painting, (bottom) 
proposed depth based in-painting 
 

As shown in experimental results and examples for 
synthesized images, the proposed depth-based in-painting 
shows subjectively and objectively better results for hole-
filling compared with the previous in-painting.  

5. CONCLUSIONS 
 
In this paper, we have proposed a hole-filling method using 
depth-based in-painting technique. The proposed method 
intentionally manipulates the holes to have neighborhood 
only come from background by considering depth value. 
And then, the existing in-painting technique is applied to fill 
up the holes. The effectiveness of the proposed method was 
confirmed by evaluating the quality of the synthesized 
image using various quality measures such as PSNR, SSIM, 
and VQM. We observed that the proposed method produced 
both subjectively and objectively better results compared 
with those by the current reference software being used in 
the MPEG FTV/3D video standardization activities.  
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