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Energy-Efficient Cooperative Relaying over Fading
Channels with Simple Relay Selection

Ritesh Madan, Neelesh B. Mehta, Andreas F. Molisch, and Jin Zhang

Abstract— We consider a cooperative wireless network where
the source broadcasts data to relays, some or all of which
cooperatively beamform to forward the data to the destination.
The network is subject to an overall outage constraint. We
generalize the standard approaches for cooperative communi-
cations in two respects: (i) we explicitly model and factor in the
cost of acquiring channel state information (CSI), and (ii) we
consider more general, yet simple, selection rules for the relays
and compute the optimal one among them. These rules include
as special cases several relay selection criteria proposed in the
literature. We present analytical results for the homogeneous
case, where the links have identical mean channel gains. For this
case, we show that the optimal transmission scheme is simple
and can be computed efficiently. Numerical results show that
while the cost of training and feedback of CSI is significant,
relay cooperation is still beneficial.

I. INTRODUCTION

Cooperative communication schemes, in which wireless
nodes cooperate with each other in transmitting information,
promise significant gains in overall throughput and energy
efficiency [1]–[3]. In this paper, we concentrate on data
transmission where a set of relay nodes forward data in
parallel from a source to a destination, using a decode-and-
forward approach. Our goal is to minimize the total energy
consumption of the transmission process, while keeping the
outage probability in fading channels below a specified level
to guarantee a certain reliability in delivering data.

The broadcast nature of the wireless channel can be ex-
ploited to save energy by transmitting (broadcasting) to mul-
tiple relay nodes simultaneously; some or all of which decode
the signal. Cooperative beamforming algorithms have been
proposed in [5]–[10] to save energy in transmitting data from
the relays to the destination. In this approach, the relays, armed
with the required channel state information (CSI), linearly
weight their transmit signals so that they add up coherently
at the destination. The optimal weights to minimize energy
consumption can be computed easily (see, for example, [5]).

While [4]–[9] considered this approach, they did not factor
in the cost of obtaining CSI for relay cooperation. However,
for fading channels, it is often energy-intensive to feed back
CSI reliably to all the relays. Not factoring in the overhead for
obtaining CSI leads to the trivial result that all the available
relays should beamform information to the destination. In this
paper, we explicitly model and factor in the cost of acquiring
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CSI. In our setup, the source broadcasts data to the relays,
some or all of which then decode the signal and cooperatively
beamform to forward their received data to the destination. The
system is designed to satisfy an outage constraint. The relays
obtain the CSI necessary to enable energy efficient cooperation
by means of a training process, where the destination first
obtains the CSI, and feeds it back to the relays.

When we minimize the total energy consumption for data
transmission and CSI acquisition, there is a tradeoff between
decreasing the energy consumption for data transmission by
using more relays and decreasing overhead for CSI acquisition
by using less relays. This naturally raises the problem of
computing an optimal relay selection rule. The relay selection
rules in [10]–[15], are restrictive in the sense that they either
always use all the available relays or always use just one relay.
Of the four simple relay selection criteria described in [10],
two criteria select a single relay based on mean channel gains,
while the other two select all the relays. A single relay node
is selected based on average CSI, e.g., distance or path loss,
in [11], [14], [15], and on the instantaneous fading states of
the various links in [12].

For cooperative beamforming, we analyze the total energy
cost of data transmission and we optimize over a more general
class of relay selection rules than those considered in the
literature. In particular, we analyze a general, yet simple, class
of relay selection rules that select the number of relays based
on the set of nodes that decode data from the source, but
not on their instantaneous fading states. Both single relay
selection and selection of all relays are clearly special cases
of this rule. Note that the actual set of relays used does
depend on the instantaneous channel states; the relays with
the best instantaneous channels to the destination are chosen.
Conditioned on the number of relays that decode, the class
we consider also achieves the same diversity order as the
instantaneous state-based rules (see, for example, [16]).

II. SYSTEM MODEL

Figure 1 shows a schematic of the relay network. It contains
one source node, one destination node, and N relays. The
channels from the source to the relays as well as from the
relays to the destination are frequency non-selective channels
that undergo independent Rayleigh fading. Thus, the channel
power gains from source to relays (S-R), denoted by hi,
and from relays to destination (R-D), denoted by gi, are
independent, exponentially distributed random variables with
means h̄i and ḡi, respectively, where i = 1, . . . , N .

At all nodes, the additive white Gaussian noise has a power
spectral density of N0. All the transmissions use a bandwidth



of B Hz and occur with a fixed (bandwidth-normalized) rate
of r bits/symbol and use Nyquist pulses. Fixing r simplifies
the design of the relays as they do not need to remodulate
their transmissions using a different signal constellation. We
assume that a node can decode data only if the received
signal to noise ratio (SNR) exceeds a threshold, γt, which
is a function of the rate, r. For purposes of illustration, we
use the Shannon capacity formula to determine the following
relationship between the threshold and r: γt = (2r − 1).1

A. Cooperative Communication Scheme

A single message gets sent from the source to the destina-
tion, via the cooperative relay nodes, via the following steps.

Broadcast: The source, which does not know the relay
channel gains a priori, has no choice but to broadcast data
to the relays using a fixed transmission power, PS , at a pre-
determined fixed rate, r bits/symbol, for Td symbol durations.
The received power at relay i is hiPS . This node can decode
the data correctly only if the received signal to noise ratio
(SNR) exceeds the threshold (2r − 1). Thus, depending on
the channel states, only a subset, M ⊆ {1, . . . , N}, of the
relays successfully receives the data from the source. We use
M to denote the size of M. Note that we assume the channel
from the source to the destination is weak enough such that
we can neglect the signal received by the destination directly
from the source. With a minor modification, the same analysis
framework can be used to analyze this extension, as well.

Training: Only the M relay nodes that receive data success-
fully from the source send training sequences, at a rate r bits
per symbol and power Pt, to the destination. This enables the
destination to estimate the instantaneous R-D channel gains,
{gi, i ∈ M}. Pt is taken to be sufficient for the destination to
accurately estimate the gains of channels. Also, we assume that
training transmission duration is Tt = M symbol durations,
which is the minimum possible value.2 Each relay node only
transmits for time Tt/M .

Feedback of CSI: Based on the channel gains, {gi, i ∈ M},
the destination either declares an outage with probability
Pout(M) or it selects a subset of M, consisting of K(M)
relays with the best channel gains to the destination, and feeds
back to them the required CSI. The CSI requirements are
discussed in the next step.

Simple Relay Selection Rules: As mentioned above, the
number of relays, K(M), selected for data transmission (when
outage is not declared) is only based on M and not on the
instantaneous channel states, {gi, i ∈ M}. However, the actual
set of relays (of size K(M)) used at each step does depend on
the instantaneous channel gains. Similarly, outage is declared
by the destination with a probability Pout(M) that is a function
of the set M and is independent of the channel gains.

1Similar threshold formulas exist for MFSK and MQAM and can also take
into account the impact of error correction codes [17].

2Several mechanisms can be used to enable uncoordinated training among
relay nodes. One approach, which is easily implementable, but is time
inefficient, is to pre-assign a training slot for each relay. However, only relays
that decode transmit a training sequence. MAC-based training mechanisms
can be used to reduce this time-inefficiency.

As shown in the next step, it is sufficient for the destination
to feedback the sum of channel gains,

∑K(M)
i=1 g[i], to all the

selected K(M) nodes, and the channel power gain, g[i], and
channel phase to only the corresponding selected relay [i],
where g[1] > . . . > g[M ] and [i] denotes the index of the
relay with the ith largest gain. The feedback, at a rate of
r, takes Tf symbol durations. If c symbols are required to
feedback each channel gain and phase, then Tf (K(M)) =
c(1 + K(M)). Using the SNR threshold formula based on
Shannon capacity, the minimum feedback power required to
reach relay i is N0B(2r − 1)/g[i] and the minimum feedback
power to broadcast the sum of channel gains to all the K(M)
relays is determined by node [K(M)] (with the worst channel)
and is N0B(2r − 1)/g[K(M)].

The M = 1 case (when one relay decodes the data) needs
special attention because the minimum power at which the
relay needs to transmit to reach the destination is proportional
to the inverse of the channel power gain. As is well known,
infinite average power is necessary for channel inversion with
zero outage over a Rayleigh fading channel [18]. Therefore,
for this special case, the node is allowed to transmit only if
its channel power gain exceeds a threshold. Thus, it does not
transmit, with a probability of δ, even if the destination has not
declared an outage. We will assume that δ is a fixed system
parameter. To summarize, when M ≥ 2, the relays cannot
transmit if the destination declares an outage, while for M =
1, the relay cannot transmit when the destination declares an
outage or when the gain is below a threshold. Another minor
difference is that when the destination does allow the single
relay to transmit, the destination has to feedback to this relay
only the CSI for the channel from relay to the destination,
which takes c, not 2c, symbol durations.

Cooperative Beamforming: Given the knowledge of the CSI,
the optimal transmission power at each selected relay i can
be shown to be [5]

g[i](∑K(M)
j=1 g[j]

)2 N0B(2r − 1). The K(M)

nodes cooperate, i.e., transmit coherently, to send data at a rate
r bits/symbol to the destination for TD symbol durations.

N + cN + Td must be less than the coherence time of
the channel. We model only the energy required for radio
transmission and not the energy consumed for receiving. This
is justifiable as the radio transmission is the dominant compo-
nent of energy consumption for long range transmissions [17].
Feedback quantization is taken to be sufficiently fine to not
affect beamforming performance.

For cooperative beamforming to work, the relay transmis-
sions need to be coherent and synchronized. Preliminary mech-
anisms for ensuring synchronization among simple distributed
nodes for cooperative beamforming were proposed in [7],
which also showed that cooperative beamforming reduces
energy consumption even with imperfect synchronization. Im-
perfect synchronization can also be overcome by employing
a more sophisticated Rake receiver at the destination. A
detailed analysis of the impact of quantization and imperfect
synchronization is beyond the scope of this paper.
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III. ANALYSIS: HOMOGENEOUS FADING CHANNELS

In this paper, we analyze the case where all S-R (and R-D)
channels have the same mean channel gain, i.e., h̄i = h̄, and
ḡi = ḡ, for i = 1, . . . , N . This is an interesting case because
the analysis simplifies a lot leading to simple algorithms
for computing the optimal transmission scheme. Also, the
tradeoffs become much clearer, which helps us gain good
intuition for system design. The general case in which the
mean channels gains are non-identical is analyzed is [21], and
not shown here for want of space.

It can be shown, using symmetry arguments, that there exists
an optimal transmission strategy for which Pout(M) is the
same for all sets M of the same cardinality. Hence, in this
section, without loss of generality, we will restrict ourselves
to relay selection rules K(M) and outage rules Pout(M) that
depend only on M , the cardinality of M.

Let p(M,PS) denote the probability that exactly M relays
successfully decode the data broadcast by the source, when
the source broadcast power is PS . For a given relay selection
rule K, let Pf (K(M),M) denote the average power con-
sumed in feeding back the CSI to the selected relays, and
Pd(K(M),M) denote the average power consumed by the
relays to coherently transmit data. Both are conditioned on the
events that M relays decode data and that the destination does
not declare outage. Here, all the averages are with respect to
the joint distribution of the hi’s and gi’s. Note that for M = 1,
these quantities also take into account the possibility that the
single relay is not allowed to transmit because its relay gain
to the destination is below a threshold.

Data does not reach the destination when no relays re-
ceive data (with probability p(0, PS)), or when only one
relay receives data and outage is declared (with probability
Pout(1)p(1, PS) + δp(1, PS)(1 − Pout(1))), or when M > 1
relays receive data and outage is declared by the destination
(with probability p(M,PS)Pout(M)). In the above discussion,
recall that when a single relay node, i, receives data, it does not
transmit if at least one of the following two independent events
occurs: (1) the channel gain from the relay to the destination is
too low, or (2) the destination does not allow relay to transmit

with probability Pout(1) (independent of the channel gain).
Therefore, the constraint that the destination receives data from
the source with a probability greater than or equal to (1−Pfail)
can be written as

Pfail ≥ p(0, PS) +
N∑

M=1

p(M,PS)Pout(M)

+δp(1, PS)(1 − Pout(1)).

(1)

The energy consumed in broadcasting a message from the
source to the relays is TdPS . The M relays, which receive
the data, transmit training sequences to the destination. This
consumes energy MPt. If the destination does not declare out-
age, it feedbacks CSI to the relays. This consumes an average
energy of Tf (K(M))Pf (K(M),M). The relays beamform to
transmit the message to the destination, which consumes an
average energy of TdPd(K(M),M). Thus, the total average
energy consumption, E(Pout,K, PS), is given by

E(Pout,K, PS) = TdPS +
N∑

M=1

p(M,PS)MPt+
N∑

M=1

p(M,PS)(1 − Pout(M))Tf (K(M))Pf (K(M),M)+
N∑

M=1

p(M,PS)(1 − Pout(M))TdPd(K(M),M). (2)

A. Feedback and Data Power Consumption

M > 1 case: The statistics of gi are independent of M
because all the channel gains are independent of each other.
For notational simplicity, we relabel the relay nodes such
that nodes 1, . . . , M successfully decode the data broadcast
by the source. Sort the channel gains in the descending
order g[1] > . . . > g[M ]. The K(M) best relays with indices
[1], . . . , [K(M)] are chosen. The destination broadcasts gsum =∑[K(M)]

j=1 g[j] to all the selected relays, and the individual
channel gains and phases only to the corresponding relays.
Hence, the average power consumption for feedback of CSI
is given by

Pf (K(M),M) =
N0B(2r − 1)
K(M) + 1

E


 1

g[K(M)]
+

K(M)∑
i=1

1
g[i]


 .

(3)



The average power consumed by the relays to cooperatively
beamform and transmit data is

Pd(K(M),M) = N0B (2r − 1) E
1

gsum
. (4)

M = 1 case: Let i denote the single relay that decodes the
data from the source. This case is different because the relay
also does not transmit if the instantaneous gain, gi, is too low.
When outage is not declared, the node inverts the channel to
transmit data to the destination at rate r. The average power
consumed to feedback CSI is given by

Pf (K(1), 1) = −N0B(2r − 1)
ḡ

Ei

(−α

ḡ

)
, (5)

where α = −ḡ loge(1− δ) and Ei is the standard exponential
integral function [19] given by Ei(u) =

∫ u

−∞
ex

x dx. Using

similar arguments, Pd(K(1), 1) = −N0B(2r−1)
ḡ Ei

(
−α
ḡ

)
.

B. Expressions for Average Energy Consumption

Let h[i] =
∑N

n=i
Wn

n , i = 1, . . . , N , and g[i] =
∑M

n=i
Vn

n ,
i = 1, . . . , M . It can be shown that for Rayleigh fading, Vi are
i. i. d. random variables and have an exponential distribution
with mean ḡ. Similarly, Wi are also i. i. d. and have an
exponential distribution with mean h̄ [20].

The probability that M nodes successfully decode the data
transmitted by the source can then be shown to be

p(M,PS)=
N !
M !

N∑
j=M+1

e−
γrM

h̄ − e−
γrj

h̄

(j − M)
∏

l≥M+1,l �=j(l − j)
.

(6)
Using the above change of variables, we can show that

E
1

g[i]
=
∫ ∞

0

1
x

M !
ḡ(i − 1)!

M∑
j=i

e−jx/ḡ∏M
l=i,l �=j(l − j)

dx,

E
1

gsum
=
∫ ∞

0

1
x

N !
ḡK(M)K(M)!

×
N∑

j=K(M)+1

(
1 − j

K(M)

)−K(M)

e−
jx

K(M)ḡ dx.

Using the first k terms of a Taylor series expansion and
η < min(1, ḡ/N), the above expressions can be approximated
in terms of the Ei function as follows:

E
1

g[i]
=

M !
ḡ(i − 1)!

M∑
j=i

(∑k
l=1(−1)l (jη)l

(l−1)!ḡl + Ei
(

−jη
ḡ

))
∏M

l=i,l �=j(l − j)

+ o(ηk+1),

E
1

gsum
= c1

(
k∑

l=1

(−1)l (η)l

(l − 1)!ḡ
+ Ei

(−η

ḡ

))

+
K(M)∑
j=2

cj(ḡ)j−1(j − 2)! +
M∑

j=K(M)+1

cjEi

( −jη

ḡK(M)

)

+
M∑

j=K(M)+1

cj

(
k∑

l=1

(−1)l (jη)l

(l − 1)!(ḡK(M))l

)
+ o(ηk+1),

where, for 1 ≤ j ≤ K(M),

cj =
M !/K(M)!

((K(M) − j)!ḡK(M)

dK(M)−j

dsK(M)−j

M∏
i=K(M)+1

1
K(M)s + i

∣∣∣∣∣∣
s=−1

,

and, for K(M) + 1 ≤ j ≤ M ,

cj =
M !/K(M)!

ḡK(M)
(
1 − j

K(M)

)K(M)∏M
i=K(M)+1,i �=j (i − j)

.

C. Optimal Minimum Energy Transmission Strategy

Note that Pf (K(M),M) and Pd(K(M),M) do not depend
on K(M ′) for M ′ �= M . Thus,

K∗(M) =

arg min
1≤K(M)≤M

[
Tf (K(M))Pf (K(M),M)+TdPd(K(M),M)

]
.

The optimal outage strategy that minimizes total energy con-
sumption can be shown to have a simple structure if, for
M ≥ 2,

1
(1 − δ)

(
cPf (K∗(1), 1) + TdPd(K∗(1), 1)

)
≥ c(1 + K∗(M))Pf (K∗(M),M) + TdPd(K∗(M),M),

(7)
i.e., the optimal feedback and data power consumption condi-
tioned on M ≥ 2 (nodes can beamform to transmit with zero
outage) is less than or equal to 1

1−δ times that conditioned on
M = 1. The following lemma then follows.

Lemma 3.1: The optimal outage strategy has the following
structure. For some 0 < M∗ < N ,

P ∗
out(M) = 1, for M < M∗,

0 ≤ P ∗
out(M

∗) ≤ 1,

P ∗
out(M) = 0, for M > M∗.

(8)

Moreover, p(0, PS) +
∑N

M=1 p(M,PS)P ∗
out(M) +

δp(1, PS)(1 − P ∗
out(1)) = Pfail.

Proof: Let K̂ be another relay selection rule such that
K̂(M) = K∗(M) and K̂(L) = K∗(M), when L > M > 1.
Then, we can prove that

Tf (K∗(M))Pf (K∗(M),M) + TdPd(K∗(M),M)
≥ Tf (K∗(L))Pf (K∗(L), L) + TdPd(K∗(L), L). (9)

Using (7) and (9), the optimal outage policy, P ∗
out, in (8) can

be shown to be a solution to the following linear program:

minimize
M∑
i=1

p(i, PS)(1 − Pout(i))ci

subject to
M∑
i=1

p(i, PS)
βi

Pout(i) ≤ b,

0 ≤ Pout(i) ≤ 1, for all i = 1, . . . , M,

where β1 = 1/(1 − δ) and βi = 1 for i > 1,
ci = Tf (K∗(i))Pf (K∗(i), i) + TdPd(K∗(i), i) and
b = Pfail − p(0, PS).
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The structure of the optimal transmission strategy is illus-
trated in Fig. 2. If the number of relays, M , that decode
the data successfully is less than the threshold, M∗, then
the destination declares outage. If M = M∗, the destination
randomly declares outage with probability P ∗

out(M
∗). If M >

M∗, the destination selects K∗(M) relays and never declares
outage unless M = 1, in which case the destination allows the
relay to transmit only if its channel gain exceeds a threshold
determined by δ. Thus, for M = 1, the probability that the
relay transmits is smaller, (1 − Pout(1))(1 − δ). In the event
that the destination allows the selected relay(s) to transmit, it
feedbacks CSI to the relay(s), which then transmit data with
sufficient power to the destination.

The following lemma about convexity gives a sufficient con-
dition that allows an efficient bisection search, of complexity
O(log2(M)), to be used to determine K∗(M) for each M . Its
proof is omitted due to space constraints.

Lemma 3.2: For M ≥ 3, if for all v = 2, . . . , M − 1,
E

[
3
(

1
g[v+1]

− 1
g[v]

)
−
(

1
g[v+1]

− 1
g[v−1]

)]
≥ 0, then

there exists a convex function z : R → R such
that z(v) = Tf (v)Pf (v,M) + TdPd(v,M), for all
v ∈ {2, . . . , M}.

D. Computational Algorithms

To optimize the transmission scheme, the optimal outage
probabilities, P ∗

out(M), broadcast power, P ∗
S , and relay se-

lection rule, K∗(M), need to be computed. There are two
main computations. First, from Lemma 3.2, we see that the
search for K∗(M) can be done efficiently for each M under
certain conditions; in general the search has worst case linear
complexity in M . Note that K∗(M) is independent of PS .
Once, K∗(M) has been computed, P ∗

out(M) (or equivalently
M∗) can be found using Lemma 3.1. Second, to find an
optimal PS , we need to search over the range of PS . For
each value of PS , the optimal outage rule can be computed

efficiently using Lemma 3.1 and using expressions derived in
this Sec. III-C.

IV. NUMERICAL RESULTS

Consider a cooperative relay network with N = 10 relays,
rate, r = 2 bits/symbol (QPSK), Td =100 symbol durations,
and Pfail = 0.01. Unless otherwise mentioned, the mean
channel gains are h̄ = ḡ = 1. Assuming that 8 bits are
required to feedback each channel gain and phase, we have
c = 4. When one relay decodes the data broadcast by the
source, it does not transmit with probability δ = 0.005 due to
a bad channel state. For the sake of illustration, we assume
that the training power, Pt, is such that it equals the power
needed for transmitting from a relay to the destination at rate
r and with an outage of 0.1 (which is higher than Pfail). This is
justifiable because transmit diversity enables us to use a relay
only when its channel to the destination is good. If the training
sequence received by the destination has low power, it means
that the channel is bad and, hence, will not be used for data
transmission. All the computed energy values are normalized
with respect to N0B. The computational results were verified
by Monte-Carlo simulations of the system using 108 samples.

Figure 3(a) shows the variation with K(M) of the energy
for feedback of CSI and energy for data transmission from
the relays to the destination, when M = 10 relays receive the
data broadcast from the source. As the training power does not
change when M is fixed, it is not shown. In this case, K(10)
denotes the number of relays selected by the destination. We
see that as K(10) increases, the energy consumption for CSI
feedback increases because the destination has to feedback to
more relays with progressively worse channels. At the same
time, the energy consumption for data transmission decreases
because more relays now beamform. Also, the total feedback
and data power consumption as a function of K can be fitted
to a convex function, as in Lemma 4.3.

Figure 3(b) shows the variation of the energy consumed, as
a function of M , for training and for cooperative beamforming
and feedback of CSI for an optimal relay selection rule.
As more relays decode the data from source, the power
consumption for feedback and data transmission decreases
due to greater diversity in the system. However, this also
increases the training overhead. The optimal relay selection
rule (not shown in the figure) turns out to be the following:
for M ≤ 2, K∗(M) equals 1, which is the conventional single
relay selection. However, single relay selection is sub-optimal
for larger M as for 3 ≤ M ≤ 6, K∗(M) = 2, and for
7 ≤ M ≤ 15, K∗(M) = 3. Hence, only a small subset
of the relays – that changes depending on the fading on the
relay links – is active at any given time. Therefore, while the
energy cost of acquiring CSI limits the number of relays that
cooperate at any instant, it is still beneficial to cooperate.

In Fig. 3(c), we show the energy consumption per message
as a function of M for the following three relay selection rules:
optimal relay selection, in which the best K∗(M) relays are
chosen; single relay selection, in which only one relay with
the highest R-D gain is chosen; and (M−1) relay selection, in
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Fig. 3. Numerical Results: Energy consumed by various steps and their combinations

which the best (M−1) relays are always chosen. Selecting all
the M relays is impractical as its the average energy consumed
for CSI feedback will be infinity for Rayleigh fading R-D
links. Figure 3(c) plots the energy consumption per message
when the S-R channels have mean channel gains of 6.0,
while the R-D channels have mean channel gains of 0.3. This
corresponds to the case where the relays are closer to the
source. We can see that the incremental energy savings due
to an additional relay are high when a small number of relays
are present; the incremental savings decrease as the number
of relays increases. Also, relay selection has an impact on
the total energy consumption. The optimal relay selection rule
consumes approximately 14% less total energy than the other
two selection rules when 10 relays are present. Thus, it is
beneficial to vary the number of relays as a function of system
parameters and the number of relays that decode.

V. CONCLUSIONS

We analyzed the total energy consumption for a general
class of cooperative transmission schemes. The overhead en-
ergy consumption for obtaining the CSI was explicitly mod-
eled. The class of cooperation schemes was more general than
many considered in the literature, but at the same time was
amenable to analysis and optimization. For the homogeneous
case, the optimal transmission scheme has a very simple
structure and can be computed efficiently in real-time even
for a large number of relay nodes. The optimal strategy is for
a varying subset (and number) of relay nodes to cooperatively
beamform at any given time. The numerical results illustrated
the tradeoff between energy consumption for data transmission
and the CSI acquisition energy overhead. They also showed
that the cooperative communication scheme considered in this
paper offers considerable energy savings compared to non-
cooperative schemes and cooperative schemes that use either
a single relay or all available relays.

REFERENCES

[1] A. Nosratinia, T. Hunter, and A. Hedayat, “Cooperative communication
in wireless networks,” IEEE Comm. Mag., vol. 42, pp. 68–73, 2004.

[2] A. Sendonaris, E. Erkip, and B. Aazhang, “User cooperation diversity-
Part I: System description,” IEEE Trans. Comm., vol. 51, pp. 1927–1938,
2003.

[3] J. N. Laneman, D. N. C. Tse, and G. W. Wornell, “Cooperative diversity
in wireless networks: Efficient protocols and outage behavior,” IEEE
Trans. Inform. Theory, vol. 50, pp. 3062–3080, 2004.

[4] A. Wittneben, I. Hammerstroem, and M. Kuhn, “Joint cooperative
diversity and scheduling in low mobility wireless networks,” Proc.
Globecom, vol. 2, pp. 780–784, 2004.

[5] A. E. Khandani, J. Abounadi, E. Modiano, and L. Zheng, “Cooperative
routing in wireless networks,” Proc. Allerton Conf. on Comm., Control
and Computing, 2003.

[6] B. Rankov and A. Wittneben, “Distributed spatial multiplexing in a
wireless network,” Proc. Asilomar Conf. on Signals, Systems, and
Computers, pp. 1932 – 1937, 2004.

[7] G. Barriac, R. Mudumbai, and U. Madhow, “Distributed beamforming
for information transfer in sensor networks,” in Proc. 3rd International
Symposium on Information Processing in Sensor Networks (IPSN), 2004.

[8] H. Ochiai, P. Mitran, H. V. Poor, and V. Tarokh, “Collaborative beam-
forming for distributed wireless ad hoc sensor networks,” To appear in
IEEE Trans. Sig. Proc., 2006.

[9] P. Larsson, “Large-scale cooperative relay network with optimal coherent
combining under aggregate relay power constraints,” in Proc. Future
Telecommun. Conf. (FTC), 2003.

[10] J. Luo, R. S. Blum, L. J. Cimini, L. J. Greenstein, and A. M. Haimovich,
“Link-failure probabilities for practical cooperative relay networks,” in
Proc. Vehicular Tech. Conf. (Spring), pp. 1489–1493, 2005.

[11] A. Stefanov and E. Erkip, “Cooperative space-time coding for wireless
networks,” IEEE Trans. Comm., vol. 53, pp. 1804–1809, 2005.

[12] A. Bletsas, A. Khisti, D. P. Reed, and A. Lippman, “A simple cooperative
diversity method based on network path selection,” IEEE J. Sel. Areas
Comm., vol. 24, pp. 659–672, 2006.

[13] Z. Lin, E. Erkip, and A. Stefanov, “Cooperative regions for coded
cooperative systems,” in Proc. Globecom, pp. 21–25, 2004.

[14] Z. Lin and E. Erkip, “Relay search algorithms for coded cooperative
systems,” in Proc. Globecom, pp. 1319–1324, 2005.

[15] A. Stefanov and E. Erkip, “Cooperative coding for wireless networks,”
IEEE Trans. Comm., vol. 52, pp. 1470–1476, Sept. 2004.

[16] N. B. Mehta and A. F. Molisch, “Antenna selection in MIMO systems,”
in MIMO System Technology for Wireless Communications (G. Tsulos,
ed.), ch. 6, CRC Press, 2006.

[17] S. Cui, A. J. Goldsmith, and A. Bahai, “Energy-constrained modulation
optimization,” IEEE Trans. Wireless Comm., vol. 4, pp. 2349-2360,
2005.

[18] A. J. Goldsmith, Wireless Communications. Cambridge Univ. Press,
2005.

[19] L. S. Gradshteyn and L. M. Ryzhik, Tables of Integrals, Series and
Products. Academic Press, 1994.

[20] M. Z. Win and J. H. Winters, “Virtual branch analysis of symbol error
probability for hybrid selection/maximal-ratio combining in Rayleigh
fading,” IEEE Trans. Comm., pp. 1926–1934, 2001.

[21] R. Madan, N. B. Mehta, A. F. Molisch, J. Zhang, “Energy-Efficient Co-
operative Relaying over Fading Channels with Simple Relay Selection”,
Submitted to the IEEE Trans. Wireless Comm.


	Title Page
	Title Page
	page 2


	Energy-Efficient Cooperative Relaying over Fading Channels with Simple Relay Selection
	page 2
	page 3
	page 4
	page 5
	page 6


